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Abstract: This paper proposes two high-order sliding mode algorithms to achieve high-
performance control of induction motor drive. In the first approach, the super-twisting
algorithm (STA) is used to reduce the chattering effect and to improve control accuracy.
The second approach combines the super-twisting algorithm with a quasi-barrier function
technique. While the super-twisting algorithm (STA) aims at the chattering reduction, the
Barrier super-twisting algorithm (BSTA) aims to eliminate this phenomenon by providing
continuous output control signals. The BSTA is designed to prevent the STA gain from
being over-estimated by making these gains to decrease and increase according to system’s
uncertainties. Stability and finite-time convergence are guaranteed using Lyapunov’s theory.
In addition, the two controlled variables, rotor speed, and rotor flux modulus are estimated
based on the second-order sliding mode (SOSM) observer. Finally, simulations are carried
out to compare the performance and robustness of two control algorithms without adding
the equivalent control. Tests are achieved under external load torque, varying reference
speed, and parameter variations.
Key words: barrier function, chattering, gains adaptation, induction motor drive, sliding
mode control, super twisting

1. Introduction

The optimal selection of electric motor drives and their control techniques are essential for
high-performance achievement in industrial applications. For instance, an induction motor (IM)
is one of the machines that convert electrical energy into production systems, it is also used
in many applications such as robots, conveyor systems, traction, medical equipment, cranes,
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wind power and electric vehicles. This wide use is due to IM simple construction, low cost and
robustness [1, 2].

Due to its simplicity, PI control is often used in IM drive control loops. However, PI con-
trol is generally sensitive to parameters variation and disturbances [3]. Recently, many sliding
mode control (SMC) based robust control techniques have been proposed to improve IM drives
performance [4]. SMC is a nonlinear control technique that has proven its ability to guarantee
robustness and performance [5]. The SMC approach has a simple design and implementation
with fast response and ability to deal with complex characteristics, such as nonlinearities, model
uncertainties, and it is robust regarding unmodeled perturbations [6, 7]. The principle of SMC is
to drive and constrain the system state trajectory to slide along a predefined sliding surface using
switching control structure [8]. However, due to finite switching frequency in a neighborhood of
the sliding surface, an undesirable high-frequency chattering phenomenon occurs. The chattering
phenomenon can be amplified by the existence of fast parasitic dynamics in the systems [9] or by
discontinuous control implementation [10, 11] along with control high gain [12]. The chattering
can lead to control accuracy degradation, can make the system unstable, or even worse, it might
lead to mechanical pieces rupture [12,13]. The above aspects reduce the applicability of SMC in
some domains such as electric drives control and position control.

In order to significantly reduce chattering and achieve optimum control effect, several com-
posite sliding mode controls were introduced as in [14], where a hybrid reaching law was used, and
it was verified that the new law yields smaller chattering and offers a better dynamic response.
Further, in [15] a hybrid wolf optimization algorithm was proposed to automatically adjust a
sliding mode direct torque control the control parameters. The above technique showed rapid
convergence and low torque ripples for PMSM drive.

Some researchers have been interested in using higher-order sliding mode algorithms to
reduce chattering effects. The super-twisting algorithm (STA), an extension of a high-order
sliding mode (HOSM), has created strong interest and has got one of the most control techniques
cited in the last two decades. The STA approach produces a continuous control action and ensures
trajectory convergence for systems with relative degree one [16, 17]. STA control application
to IM drives exhibits simplicity of design, reduction of the chattering problem and low-cost
implementation [18, 19]. However, in practice, the STA control is not able to completely remove
the chattering effect, as low-magnitude fast-oscillations are still produced in the vicinity of the
sliding surface [16]. Fast-oscillations are due to the algorithm switching gains, because in most
cases these gains are designed relatively large to guarantee the system stability, which consequently
lead to high frequency activity.

In order to eliminate chattering, resulting from over-estimated switching gains, several im-
provements have been proposed. In [16], STA gains are provided through describing the function
method to adjust the fast-oscillations produced in systems with fast-actuators. In [20], STA gains
are adjusted to minimum acceptable values to reduce the chattering effect, along with maintain-
ing a finite-time convergence. Further in [21], a variable gain STA is proposed to alleviate the
chattering effect together with compensation of bounded uncertainties. The first idea was to adapt
the STA gains by increasing them until the sliding mode is detected, and then fixing them at
these values [22]. However, this technique can lead to over-estimated switching gains since un-
certainty/perturbation are not fixed. A solution was to adapt these gains to increase and decrease
according to the effect of disturbances on the system. Recently, the barrier function has been
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proposed to guarantee that SMC switching gains are not over-estimated, along with minimizing
the effects of chattering and ensuring sliding surface convergence [22–25].

Regarding the STA control applied to IM drives, there is some research in the literature.
In [26], PI control was replaced by the STA to control the IM speed and flux. Further, an
STA-based observer was added to estimate required variables. The algorithm was tested against
variations in IM resistances values. The result was satisfactory in steady-state, but the STA control
was designed with an equivalent control term, which increases the computing burden. As an effort
to improve the control performance, in [27], the equivalent control term has been dispensed and
the IM was controlled by combining feedback linearization and the STA. The result was a robust
closed-loop system. In [27, 28] an equivalent control term was perceived as a disturbance to the
system and compensated by adjusting the gains according to the actual perturbations boundaries,
which also leads to an over-estimation of switching control gains when the disturbance takes a
small value. On the other hand, works in [17, 29] describe the STA control with conventional
direct torque control (DTC), applied to the IM drive. It is shown that the exponent parameter
in an STA nonlinear term has a significant effect on steady-state and transient performances. In
addition, the conclusion was that exponent parameter values between 0.1 and 0.5 should minimize
chattering and provide a fast response for low power drives.

The control design is dependent on state variable feedback rotor speed and rotor flux mea-
surements which are not easily available, especially since flux sensors are usually not available
and speed sensors are expensive. For these reasons, several methods based on sliding mode have
been developed for estimating IM variables. Among the observation techniques used, we can cite
the SOSM observers [30, 31], composite sliding mode disturbance observer (SMDO) [32].

Inspired by [25], this paper proposes the combination of the STA and barrier function tech-
nique. The resulting BSTA approach updates control gains with respect to system disturbance
magnitude. This approach provides means to avoid control over-estimation of the gains and to re-
duce the chattering effect. The proposed BSTA is applied to the IM drive control. To further point
out BSTA performance, a comparison is made with the standard STA control. The simulation
results illustrate significant amelioration in the transient and steady-state performance.

The rest of the paper is organized as follows. Section 2 presents the mathematical model of
the IM in the stationary reference frame. Section 3 details the SOSM control design along with its
stability analysis. Rotor flux and speed estimation, based on the SOSM observer, is developed in
section 4. In section 5, simulation tests and results are presented and discussed. Some concluding
remarks are pointed out in section 6.

2. IM modeling

The mathematical model of a three-phase induction motor, in a fixed reference frame, is
given by:

¤𝑖𝛼𝑠 = −𝛾𝑖𝛼𝑠 + 𝑎1𝑏1𝜙𝛼𝑟 + 𝑏1𝜔𝜙𝛽𝑟 +
1
𝜎
𝑣𝛼𝑠 , ¤𝑖𝛽𝑠 = −𝛾𝑖𝛽𝑠 + 𝑎1𝑏1𝜙𝛽𝑟 − 𝑏1𝜔𝜙𝛼𝑟 +

1
𝜎
𝑣𝛽𝑠 ,

¤𝜙𝛼𝑟 = −𝑎1𝜙𝛼𝑟 − 𝜔𝜙𝛽𝑟 + 𝑎1𝑀𝑖𝛼𝑠 , ¤𝜙𝛽𝑟 = −𝑎1𝜙𝛽𝑟 + 𝜔𝜙𝛼𝑟 + 𝑎1𝑀𝑖𝛽𝑠 ,

¤Ω = 𝜇
(
𝜙𝛼𝑟 𝑖𝛽𝑠 − 𝜙𝛽𝑟 𝑖𝛼𝑠

)
− 𝑇𝐿
𝐽
,

(1)
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where: 𝑖𝛼,𝛽𝑠 , 𝑣𝛼,𝛽𝑠 , 𝜙𝛼,𝛽𝑟 are the stator currents, stator voltages and rotor flux components; 𝜔 is
the electrical angular speed; 𝐽 is the inertia moment and 𝑇𝐿 is the load torque; 𝑎1, 𝑏1, 𝜎, 𝜇, 𝛾 are
the positive constants given by:

𝜎 = 𝐿𝑠

(
1 − 𝑀2/(𝐿𝑠𝐿𝑟 )

)
, 𝑏1 = 𝑀/(𝜎𝐿𝑟 ) , 𝑎1 = 𝑅𝑟/𝐿𝑟 ,

𝛾 = 𝑅𝑠/𝜎 + 𝑎1𝑏1𝑀, 𝜇 = 𝑝𝑀/(𝐽𝐿𝑟 ) ,
where: 𝑅𝑠𝑅𝑟 are the stator and rotor resistances; 𝐿𝑠𝐿𝑟𝑀 are the stator, rotor and mutual induc-
tances.

3. HOSM Control

A HOSM control will be designed to operate the IM in a high-performance application, while
reduce the chattering. Here, the speed error 𝑒1 = Ω∗−Ω and flux magnitude error 𝑒2 = 𝜙∗2𝑟 −𝜙2

𝑟 are
chosen as controlled variables, where 𝜙2

𝑟 = 𝜙2
𝛼𝑟 + 𝜙2

𝛽𝑟
and Ω∗𝜙∗𝑟 are desired reference trajectories

for rotor speed and flux magnitude.
The switching functions are chosen as:

𝑠1 = 𝑐1𝑒1 + ¤𝑒1 ,

𝑠2 = 𝑐2𝑒2 + ¤𝑒2 ,
(2)

where: 𝑐1, 𝑐2 represent the positive constant to be chosen according to the control performance
objective.

The control objective is to force rotor speed and flux magnitude to track desired references.
First, let’s find the derivatives of sliding surfaces:

¤𝑠1 = 𝑐1 ¤𝑒1 + ¥𝑒1 ,

¤𝑠2 = 𝑐2 ¤𝑒2 + ¥𝑒2 .
(3)

Eq. (3) can be rewritten in a matrix form as:[
¤𝑠1
¤𝑠2

]
=

[
𝑓1

𝑓2

]
− 𝐴𝐵

[
𝑣𝛼𝑠

𝑣𝛽𝑠

]
, (4)

where:

𝐴 =


𝜇

𝜎
0

0
2𝑎1𝑀

𝜎

 , 𝐵 =

[
−𝜙𝛽𝑟 𝜙𝛼𝑟

𝜙𝛼𝑟 𝜙𝛽𝑟

]
. (5)

The stator voltage 𝑣𝛼𝑠, 𝑣𝛽𝑠 are the control inputs and 𝑓1,2 is defined as follows:

𝑓1 = −𝜇 (𝑎1 + 𝛾 − 𝑐1)
(
𝜙𝛽𝑟 𝑖𝛼𝑠 − 𝜙𝛼𝑟 𝑖𝛽𝑠

)
+ 𝜇𝜔𝑏1𝜙

2
𝑟 + 𝜇𝜔

(
𝜙𝛼𝑟 𝑖𝛼𝑠 + 𝜙𝛽𝑟 𝑖𝛽𝑠

)
+

+ 𝑐1

(
𝑇𝐿

𝐽
+ ¤Ω∗

)
+

¤𝑇𝐿
𝐽

+ ¥Ω∗,

𝑓2 = −2𝑎1 (2𝑎1 − 𝑐2 + 𝑎1𝑏1𝑀) 𝜙2
𝑟 + 2𝑎1𝑀 (3𝑎1 + 𝛾 − 𝑐2)

(
𝜙𝛼𝑟 𝑖𝛼𝑠 + 𝜙𝛽𝑟 𝑖𝛽𝑠

)
−

− 2𝑎2
1𝑀

2
(
𝑖2𝛼𝑠 + 𝑖2𝛽𝑠

)
+ 2𝑎1𝑀𝜔

(
𝜙𝛽𝑟 𝑖𝛼𝑠 − 𝜙𝛼𝑟 𝑖𝛽𝑠

)
+ 𝑐2 ¤𝜙∗𝑟 + ¥𝜙∗𝑟 .

(6)
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3.1. Super twisting algorithm controller
The use of the super-twisting algorithm allows overcoming any perturbations with bounded

derivatives. In addition, when applying this algorithm, it does not need any information about the
sliding surface derivative. The STA control is introduced as follows:[

𝑣𝑠𝑡𝛼𝑠

𝑣𝑠𝑡
𝛽𝑠

]
=

[
𝜆11 |𝑠1 |1/2sign(𝑠1) + 𝜆12

∫
sign(𝑠1) d𝑡

𝜆21 |𝑠2 |1/2sign(𝑠2) + 𝜆22
∫

sign(𝑠2) d𝑡

]
. (7)

The STA, without equivalent control term, is given by:[
𝑣𝛼𝑠

𝑣𝛽𝑠

]
= 𝐵−1

[
𝑣𝑠𝑡𝛼𝑠

𝑣𝑠𝑡
𝛽𝑠

]
= 𝐵−1

[
𝜆11 |𝑠1 |1/2sign(𝑠1) + 𝜆12

∫
sign(𝑠1)d𝑡

𝜆21 |𝑠2 |1/2sign(𝑠2) + 𝜆22
∫

sign(𝑠2) d𝑡

]
, (8)

where: 𝜆11, 𝜆12, 𝜆21, 𝜆22 are the positive gains, to be designed to ensure system stability. From
STA control law (8), the sliding surface dynamic (4) becomes:[

¤𝑠1
¤𝑠2

]
=

[
𝑓1

𝑓2

]
− 𝐴

[
𝜆11 |𝑠1 |1/2sign(𝑠1) + 𝜆12

∫
sign(𝑠1) d𝑡

𝜆21 |𝑠2 |1/2sign(𝑠2) + 𝜆22
∫

sign(𝑠2) d𝑡

]
, (9)

where: 𝑓1,2 is assumed to represent the terms of bounded perturbations. The stability proof of the
STA and the stats convergence can be found in [27, 34].

3.2. Barrier function based super twisting algorithm
Barrier functions have been used in many adaptation techniques, such as in [35] to guarantee

that the constraints are not transgressed for nonlinear systems outputs and in [36] to adapt the
gains of Levant’s differentiator. The idea of barrier functions is that when its arguments approach
some predefined restrictions, the output tends to infinity (see Fig. 1 left). Recently and thanks to
its features, the barrier function is also applied to a certain class of SMC, as in [23] this strategy
has been suggested for a first-order SMC, and in [24] it has been proposed to adapt the twisting
control gains.

In [25], the barrier function has been modified to the quasi-barrier function QBF (see Fig. 1
right). The idea of QBF technique is to enforce the STA gains to decrease and increase with
respect to the sliding functions in a certain region, and maintains these gains constant outside this
region.

The barrier function, a continuous positive-semi definite function on the interval 𝑥 ∈] − 𝜀, 𝜀[,
is given by:

𝐾𝐵𝐹 (𝑥) = �̃�
|𝑥 |

𝜀 − |𝑥 | , 𝜀 > 0. (10)

This function is strictly increasing on 𝑥 ∈ [0, 𝜀[ and has a unique minimum at zero:

𝐾𝐵𝐹 (𝑥) ∈ [𝑏, +∞[ lim
|𝑥 |→𝜀

𝐾𝐵𝐹 (𝑥) = +∞, 𝐾𝐵𝐹 (0) = 𝑏, 𝑏 ≥ 0. (11)

The QBF, used to attenuate the chattering, is given by [25]:

𝐾𝐵𝐹 (𝑥) = �̃�
sat𝜀 ( |𝑠 |)

𝜀 − sat𝜀 ( |𝑠 |)
, �̃� > 0 lim

|𝑥 |→𝜀
𝐾𝐵𝐹 (𝑥) = 1, 𝐾𝐵𝐹 (0) = 𝑏, 𝑏 ≥ 0, (12)
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xε– ε

BFK    (x)

0
(a)

s
0

1

BFK    (s)

ε– ε– ε ε

BFK    (s)

(b)

Fig. 1. Barrier function techniques: barrier function (a); quasi barrier function (b)

where: �̃�, 𝜀, �̃� are the positive constants and the saturation function is defined as:

sat𝜀 (𝑠) =
{
𝑠 for |𝑠 | < �̃�
�̃� sign (𝑠) for |𝑠 | ≥ �̃�

. (13)

The QBF takes law value when |𝑠 | < �̃�, and the STA gains adapt, which will decrease
accordingly. Alternatively, the QBF takes its highest value (equal to 1) when a disturbance
occurs |𝑠 | > �̃�.

For a smooth transition from the STA to the BSTA [25], a barrier function gain, according to
(12), (13) and Fig. 1, is set to:

�̃�𝑖 =
𝜀𝑖 − �̃�𝑖
�̃�𝑖

, 𝑖 = 1, 2. (14)

The adaptive BSTA control is given by:[
𝑣𝑏𝑠𝑡𝛼𝑠

𝑣𝑏𝑠𝑡
𝛽𝑠

]
=


𝐾𝐵𝐹1 (𝑠1)

(
𝜆11 |𝑠1 |1/2sign(𝑠1) + 𝜆12𝐾𝐵𝐹1 (𝑠1)

∫
sign (𝑠1) d𝑡

)
𝐾𝐵𝐹2 (𝑠2)

(
𝜆21 |𝑠2 |1/2sign(𝑠2) + 𝜆22𝐾𝐵𝐹2 (𝑠2)

∫
sign (𝑠2) d𝑡

) , (15)

where:

𝐾𝐵𝐹𝑖 (𝑥) = �̃�𝑖
sat𝜀𝑖 ( |𝑠𝑖 |)

𝜀𝑖 − sat𝜀𝑖 (|𝑠𝑖 |)
, 𝑖 = 1, 2. (16)

By replacing (15) with (8), the IM control inputs become:[
𝑣𝛼𝑠

𝑣𝛽𝑠

]
= 𝐵−1

[
𝑣𝑏𝑠𝑡𝛼𝑠

𝑣𝑏𝑠𝑡
𝛽𝑠

]
= 𝐵−1


𝐾𝐵𝐹1 (𝑠1)

(
𝜆11 |𝑠1 |1/2sign(𝑠1)+𝜆12𝐾𝐵𝐹1 (𝑠1)

∫
sign(𝑠1) d𝑡

)
𝐾𝐵𝐹2 (𝑠2)

(
𝜆21 |𝑠2 |1/2sign(𝑠2)+𝜆22𝐾𝐵𝐹2 (𝑠2)

∫
sign(𝑠2) d𝑡

) . (17)
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3.3. Stability proof of BSTA
By introducing the control inputs (17) in the dynamic of sliding surfaces (4), the closed loop

dynamic system becomes:

¤𝑠𝑖 = 𝑓𝑖 − 𝑘𝑖1𝐾𝐵𝐹𝑖 (𝑠𝑖) |𝑠𝑖 |1/2 sign(𝑠𝑖) + 𝑢𝑖 , ¤𝑢𝑖 = −𝑘𝑖2𝐾2
𝐵𝐹𝑖 (𝑠𝑖) sign(𝑠𝑖), 𝑖 = 1, 2, (18)

where: [
𝑘11
𝑘21

]
= 𝐴

[
𝜆11
𝜆21

]
,

[
𝑘12
𝑘22

]
= 𝐴

[
𝜆12
𝜆22

]
. (19)

In the next analysis, we assume that 𝐾𝐵𝐹 (𝑠) = 𝐾𝐵𝐹 (𝑠). The Lyapunov barrier function is
given by [25]:

𝑉𝐵𝐹 (𝑠𝑖) = |𝑠𝑖 | + 𝑘𝑖2𝜀−1
𝑖 �̃�𝑖𝐾𝐵𝐹𝑖 (𝑠𝑖) +

1
2
𝑢2
𝑖 , 𝑖 = 1, 2. (20)

The time derivative of the Lyapunov barrier function along the trajectories of (18) is given by:

¤𝑉𝐵𝐹 (𝑠𝑖) =
𝑠𝑖

|𝑠𝑖 |
¤𝑠𝑖 + 𝑘𝑖2 �̃�2

𝑖

sign(𝑠𝑖)
(𝜀𝑖 − |𝑠𝑖 |)2 ¤𝑠𝑖 + 𝑢𝑖 ¤𝑢𝑖 =

=
𝑠𝑖

|𝑠𝑖 |

(
𝑓𝑖 − 𝑘𝑖1𝐾𝐵𝐹𝑖 (𝑠𝑖) |𝑠𝑖 |1/2 sign(𝑠𝑖) + 𝑢𝑖

)
+ 𝑢𝑖

(
−𝑘𝑖2𝐾2

𝐵𝐹𝑖 (𝑠𝑖) sign(𝑠𝑖)
)
+

+ 𝑘𝑖2 �̃�
2
𝑖

sign(𝑠𝑖)
(𝜀𝑖 − |𝑠𝑖 |)2

(
𝑓𝑖 − 𝑘𝑖1𝐾𝐵𝐹𝑖 (𝑠𝑖) |𝑠𝑖 |1/2 sign(𝑠𝑖) + 𝑢𝑖

)
. (21)

By introducing (16) into (21) and taking the restrictions 𝑢𝑖 sign(𝑠𝑖) ≤ |𝑢𝑖 |, 𝑓𝑖 sign(𝑠𝑖) ≤ 𝛿𝑖 ,
the time derivative of (21) becomes:

¤𝑉𝐵𝐹 (𝑠𝑖) ≤ − 𝑘𝑖1 �̃�𝑖
(𝜀𝑖 − |𝑠𝑖 |)

|𝑠𝑖 |3/2 −
𝑘𝑖1𝑘𝑖2 �̃�

3
𝑖

(𝜀𝑖 − |𝑠𝑖 |)3 |𝑠𝑖 |
3/2 −

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2 |𝑠𝑖 |
2 |𝑢𝑖 |

+
(
1 +

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2

)
( |𝑢𝑖 | + 𝛿𝑖) . (22)

By defining:

Δ =

(
1 +

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2

)
(|𝑢𝑖 | + 𝛿𝑖) Δ > 0. (23)

From (22) and (23), one gets:

¤𝑉𝐵𝐹 (𝑠𝑖) ≤ − 𝑘𝑖1 �̃�𝑖
(𝜀𝑖 − |𝑠𝑖 |)

|𝑠𝑖 |3/2 −
𝑘𝑖1𝑘𝑖2 �̃�

3
𝑖

(𝜀𝑖 − |𝑠𝑖 |)3 |𝑠𝑖 |
3/2 −

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2 |𝑠𝑖 |
2 |𝑢𝑖 | + Δ ≤

≤ −
𝑘𝑖1𝑘𝑖2 �̃�

3
𝑖

(𝜀𝑖 − |𝑠𝑖 |)3 |𝑠𝑖 |
3/2 −

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2 |𝑠𝑖 |
2 |𝑢𝑖 | −

1
(𝜀𝑖 − |𝑠𝑖 |)

(
𝑘𝑖1 �̃�𝑖 |𝑠𝑖 |3/2 − (𝜀𝑖 − |𝑠𝑖 |) Δ

)
≤

≤ −
𝑘𝑖1𝑘𝑖2 �̃�

3
𝑖

(𝜀𝑖 − |𝑠𝑖 |)3 |𝑠𝑖 |
3/2 −

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2 |𝑠𝑖 |
2 |𝑢𝑖 | −

Δ

(𝜀𝑖 − |𝑠𝑖 |)

(
𝑘𝑖1 �̃�𝑖 |𝑠𝑖 |3/2

Δ
+ |𝑠𝑖 | − 𝜀𝑖

)
. (24)
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The upper bound of ¤𝑉𝐵𝐹 (𝑠𝑖) is given by:

¤𝑉𝐵𝐹 (𝑠𝑖) ≤ −
𝑘𝑖1𝑘𝑖2 �̃�

3
𝑖

(𝜀𝑖 − |𝑠𝑖 |)3 |𝑠𝑖 |
3/2 −

𝑘𝑖2 �̃�
2
𝑖

(𝜀𝑖 − |𝑠𝑖 |)2 |𝑠𝑖 |
2 |𝑢𝑖 |−

− Δ

(𝜀𝑖 − |𝑠𝑖 |)
𝐹𝑖 , 𝑖 = 1, 2, (25)

where:

𝐹𝑖 =

(
𝑘𝑖1 �̃�𝑖 |𝑠𝑖 |3/2

Δ
+ |𝑠𝑖 | − 𝜀𝑖

)
, 𝑖 = 1, 2. (26)

Note that asymptotic stability is guaranteed if ¤𝑉𝑖 < 0, according to (25) the time derivative of
the Lyapunov barrier function is negative definite if 𝐹𝑖 is positive semi-definite. From (23) and
(26) the condition is satisfied if |𝑠𝑖 | < 𝜀𝑖 .

4. SOSM observer

The correct operation and reliability of the IM depend on the fault-free operation of the
speed sensor [37]. Consequently, the optimum manner to reduce the space, cost and to improve
the performance of the control is to eliminate the sensors and replace them with observers. The
observers are selected for any control depending on their performance such as not being affected
by disturbances and being able to improve dynamic characteristics, as well as immunity from
the noise commonly present in measurements. A higher-order sliding mode observer is suitable
for the application because it includes robustness against parameter changes [38], good dynamic
characteristics, and at the same time alleviates the chattering behavior.

In our control, the measurements of the rotor speed and rotor flux linkages are needed, but
to avoid the above sensor problem, we need to estimate these values. To reach this objective, we
will depend on a robust observer that was designed in [31], where it is based on super twisting
algorithms. This observer needs simple measurements of the stator current and voltages.

The observer is proposed by the following equations [31]:

¤̂𝜙𝛼𝑟 = −𝑎1𝜙𝛼𝑟 − �̂�𝜙𝛽𝑟 + 𝑎1𝑀𝑖𝛼𝑠 + 𝑓𝜙𝛼𝑟
,

¤̂𝜙𝛽𝑟 = −𝑎1𝜙𝛽𝑟 + �̂�𝜙𝛼𝑟 + 𝑎1𝑀𝑖𝛽𝑠 + 𝑓𝜙𝛽𝑟
,

¤̂Ω = 𝜇
(
𝜙𝛼𝑟 𝑖𝛽𝑠 − 𝜙𝛽𝑟 𝑖𝛼𝑠

)
− 𝑇𝐿
𝐽

+ 𝑓Ω ,

(27)

where: 𝜙𝛼,𝛽𝑟 , Ω̂ are the estimates of the rotor fluxes and the rotor speed, respectively, 𝑓𝜙𝛼,𝛽𝑟
, 𝑓Ω

are the additional inputs, which have to be designed to guarantee the stability of this observer. In
this observer, the STA is used to make the observation error, since the stator currents tend to zero
in finite time, more detail about this observer and its stability can be found in [31].

The control loop of the induction motor by the BSTA is shown in Figure 2.
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5. Simulation

The computer simulations are created in this section to show the effectiveness of the designed
control algorithms by using MATLAB-Simulink software. The IM and designed control algo-
rithms parameters are shown in Table 1. Table 4 contains values of the STA gains. The following
figures (Fig. 3) show the comparison between STA efficiency and BSTA adaptation.

Table 1. Parameters of IM [33] and controllers

Parameter name Symbol Value Unit

Nominal power 𝑃𝑛 1500 W

Stator and rotor inductance 𝐿𝑠 , 𝐿𝑟 0.247 H

Mutual inductance 𝑀 0.258 H

Stator and rotor resistance 𝑅𝑠 , 𝑅𝑟 4.85, 3.805 Ω

Inertia moment 𝐽 0.031 Kg·m2

Number of pole pairs 𝑝 2 –

Positive constant for sliding surface 𝑐1, 𝑐2 300, 230 –

Gain values of STA 𝜆11, 𝜆12, 𝜆21, 𝜆22 7600, 250, 8600, 500 –

Positive constants for QFB 𝜀1, �̃�1 18, 13 –

Positive constants for QFB 𝜀2, �̃�2 3, 1.6 –
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Fig. 3. Results of speed and rotor flux estimation with STA and BSTA: speed tracking performance (a);
estimated rotor flux (b)
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Figure 3(a) shows the speed estimate response with the STA and BSTA, in both controls, the
estimated speed follows the nominal reference (148.69 rad/s) very well and rejects the nominal
external load (𝑇𝐿 = 10 Nm) at 𝑡 = 0.5 s in a good way. One can notice some steady state errors
in both responses (about 0.01 rad/s), this is due to disturbances in the system and the absence of
equivalent control in the control loop. The steady state errors can be compensated by increasing
the constant value 𝑐1, but this negatively affects the control, as it leads to significant chattering
and overshoot in speed response.

Nevertheless, the graphs show that the BSTA is more precise than the STA, as well the settling
time and rise time in the BSTA is somewhat better than in STA, as shown in Table 2. Furthermore,
the comparison in terms of THD is given in Table 3, here it was shown that the THD is reduced
in BSTA to 2.87% compared to STA where it was 2.99%.

Table 2. Performance comparison for varying reference speed

Reference speed [rad/s] Controller Rise time [ms] Settling time [ms] Overshoot [%]

0 to 148.69
STA 120.49 142.37 0

BSTA 120.47 142.35 0

Table 3. Steady-state control performance

Time [s] Controller Steady state errors [rad/s] THD for current [%]

0.6 to 0.7
STA 0.0161 2.99

BSTA 0.0111 2.87

In Fig. 3(b), the square modulus of rotor flux is illustrated, the reference flux is set at 1.07𝑊𝑏 .
As we can notice, both algorithms have the same flux behavior with identical amplitudes. At
time 𝑡 = 0.5 s when the rated load torque is applied, we can see that a small attenuation in rotor
flux magnitude square and then disappears thereafter. Zoom illustrates these facts and shows the
accuracy of the SOSM observers.

Figure 4(a) presents the stator current response for both algorithms in real axis, it can be seen
that are a few oscillations during the transient regime for both controls around 0.15 s. In steady-
state, both currents stabilize at the no-load current about 3.5 A. Due to load torque variation
at 𝑡 = 0.5 s, there is a demand for currents, so their value increases to reach approx. 5 A. The
response of current by STA or by BSTA is good and with no chattering.

Alternatively, in Fig. 4(b), when the motor torque is shown, there are some oscillations during
the tracking of load torque. One can see that the chattering in STA is more than in BSTA.
Nevertheless, for two algorithms, the motor torque has a peak at 𝑡 = 0.5 s when applied the load
torque and then the motor compensates this load.

Note that Fig. 5(a) illustrates the sliding surfaces under the adaptation of BSTA gains. It can
be seen that for both algorithms the sliding mode occurs and the surfaces outputs belong to some
neighborhood of zero after the transition regime.
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Fig. 4. Results of current and torque for STA and BSTA: current (a); torque (b)
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Fig. 5. Sliding surfaces outputs and BSTA gains: surfacesfor speed (a); outputs of BSTA gains (b)

However, these sliding outputs suffer from many oscillations. For both surfaces 1 and 2, this
chattering is lower in the BSTA control compared to the STA, because the BSTA control gains
are adapted to handle the perturbation without overestimating their values, which delivers more
design flexibility with minimizing the amplitude of chattering.

In order to show the performance of the BSTA, the gains of the STA are fixed and shown in
Table 4. Figure 5(b) presents the quasi barrier function outputs, these outputs adjust the amplitude
of BSTA gains, if this output equals 1 the BSTA gains are the same as the STA gains. Alternatively,
if QBF outputs are between 0 and 1, they minimize the BSTA gains values.
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Table 4. Some comparison between STA and BSTA gain values

Time [s] controller 𝝀11 𝝀12 𝝀21 𝝀22

All time STA 7600 250 8600 500

0.05 BSTA 661 22.5 8600 500

0.2 BSTA 1140 5.6 86 0.05

0.5 BSTA 7600 250 8600 500

0.7 BSTA 1064 4.9 1720 20

This adaptation can be seen from Table 4, where some BSTA gains’ values are displayed
during the operation, all these gains remain constant at maximum values during the transit time
for compensating the system uncertainties. Then, these gains take several values.

5.1. Speed variation

In this subsection of simulation, the performances of our algorithms have been validated
under rated load torque and various speed profiles:

Figure 6(a) shows the speeds tracking performance of the STA and BSTA, the used reference
values are: 0, 148.69 and 148.69 rad/s. In this response for both algorithms, we have good
tracking performance for estimated speed with their reference values even in low regimes. In the
load torque step at 0.8 s, the speed shows a small attenuation that then disappears thereafter to
follow their reference values. The performance results are summarized in Table 5, this is shown
in the reflection of the reference speed from rad/s to −148.69 rad/s, the rise time of the STA
controller is calculated as 120.1 ms, and the settling time is 142.54 ms, these values are reduced
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Fig. 6. Results of rotor speed and quasi-barrier function gains under speed variations: speed tracking
performance (a); gains versus time (b)
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in the BSTA controller, the rise time is calculated as 120 ms, and the settling time is 142.53 ms.
In addition, the two algorithms track all reference speed commands without overshoot. These
results showed that the BSTA is superior to the STA.

Table 5. Performance comparison for speed reversal operation

Reference speed [rad/sec] Controller Rise time [ms] Settling time [ms] Overshoot [%]

0 to 148.69
STA 120.1 142.54 0

BSTA 120 142.53 0

In the same Fig. 6(b), the quasi-barrier function outputs are shown, it can be seen that the
gains of the BSTA take maximum values in every change of speed in order to compensate the
equivalent control negligent in the control loop.

The sliding surfaces in the STA and BSTA controllers are shown in Fig. 7, it is noted that the
system uncertainty is high at the moment when the speed changes, this uncertainty is relatively
greater for surface 1. However, at a steady state, the sliding mode occurs and shows significant
chattering with lower amplitude in the BSTA compared to the STA.
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Fig. 7. Sliding surfaces outputs under speed variations: surfaces for speed (a); surfaces for flux (b)

5.2. Parameter uncertainties

The steady-state performance has a close connection with the rotor time constant, i.e. with
the rotor resistance. In practice, the thermal effect can change this resistance value, accordingly,
affect control stability, also, the mathematical model of the SOSM observer no longer matches the
real machine. Therefore, in this last subsection, the robustness and effectiveness of our algorithms
are tested against parameter uncertainties.



Vol. 71 (2022) High-performance induction motor drive based on adaptive 259

Let’s assume that the rotor resistance increases by 100% of the nominal rate, and at the same
time we increase the inertia value by about 30% of the nominal one.

Figure 8 evidences the rotor speed response of the STA and BSTA under these variations.
For both algorithms, the settling time and rise time are affected by these parameters’ variation.
Furthermore, the responses are very satisfactory and there is a good torque rejection of 𝑡 = 0.5 s.
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Fig. 8. Dynamic responses of rotor speed under variations of 𝑅𝑟 and 𝐽 (+100%𝑅𝑟 , +30%𝐽)

Meanwhile, the fluxes estimated in Fig. 9 are affected by these variations, as they experience
some errors at a transitory time, the zoom shows this fact. At a steady state, the decoupling control
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Fig. 9. Estimation of rotor flux during parameter variations
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is ensured for the STA and BSTA, one can see that the fluxes estimated are not affected by the
application of a load torque of 𝑡 = 0.5 s.

Similarly, at the transitory time, the sliding surfaces are affected under parameter changes.
At this time, the quasi-barrier function gains increase to counteract this perturbation. After a
short time, the errors are eliminated in the STA and BSTA controllers and the surfaces converge
towards zero with some chattering effects.

Generally, the simulation has indicated that the BSTA technique provides higher accuracy,
lower chattering effect, and better robustness compared with the STA, and the SOSM observer
offers accurate estimation. However, these results also need experimental verification.

6. Conclusions

In this paper, two robust SOSM algorithms have been applied to an induction motor. The super
twisting algorithm is first applied to ensure finite-time convergence of the sliding surface outputs
towards the origin, then, this algorithm is combined with quasi barrier function methodology to
achieve better performance of the IM and to reduce high-frequency chattering, because the QBF
methodology allows one to adapt the STA gains with sliding outputs, i.e. leads to variable gains
according to perturbations in the system.

Moreover, to reduce the control system cost, the controlled output variables are estimated
by the SOSM observer, which has proven its robustness against uncertainties. Additionally, the
stability analysis has been presented using the Lyapunov theory.

Finally, a comparative study and a robustness assessment for both algorithms under different
operating conditions have been carried out in MATLAB. The obtained results demonstrate the
superiority of the BSTA technique over the STA in terms of the chattering reduction.

During the results obtained, both control techniques were not affected by the neglect of
equivalent control, but the gains of control must be increased to get fast convergence. For the
BSTA, there is possibility to adapt a barrier function boundary according to each operation con-
dition. Such adaptation would be appropriate to improve the closed-loop dynamic and chattering
alleviation.
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