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Warszawa, ul. Śniadeckich 8 tel./fax (0-22) 628-76-14, (0-22) 628-87-77, e-mail: wdnpan@home.pl lub
dystrybucja@wdnpan.home.pl
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Warsaw, Poland Fax: 004822/5098648

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmit-
ted, in any form or by any means, electronic, mechanical, photocopying, recording or otherwise, without
the prior permission of the copyright owner.
Submission of a paper implies the author’s irrevocable and exclusive authorization of the publisher to collect
any sums or considerations for copying or reproduction payable by third parties.

Copyright c⃝Silesian University of Technology, 2017

The publication of this Journal is supported by funds from
the Polish Ministry of Science and Higher Education.

Address of the Editor: Institute of Automatic Control, Silesian University of Technology
Akademicka 16, 44–100 Gliwice, Poland. Tel: +(48–32) 237–23–98, fax +(48–32) 237–21–27

http://acs.polsl.pl

Typeset in TEX at the Institute of Automatic Control, Silesian University of Technology

Printing: Centrum Poligrafii Sp. z o.o., ul. Łopuszańska 53,
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Rational taxation in an open access fishery model

DMITRY B. ROKHLIN and ANATOLY USOV

We consider a model of fishery management, where n agents exploit a single population
with strictly concave continuously differentiable growth function of Verhulst type. If the agent
actions are coordinated and directed towards the maximization of the discounted cooperative
revenue, then the biomass stabilizes at the level, defined by the well known “golden rule”. We
show that for independent myopic harvesting agents such optimal (or ε-optimal) cooperative
behavior can be stimulated by the proportional tax, depending on the resource stock, and equal
to the marginal value function of the cooperative problem. To implement this taxation scheme
we prove that the mentioned value function is strictly concave and continuously differentiable,
although the instantaneous individual revenues may be neither concave nor differentiable.

Key words: marginal value function, stimulating taxes, myopic agents, optimal control.

1. Introduction

An unregulated open access to marine resources, where many individual users are
involved in the fishery, may easily lead to the over-exploitation or even extinction of
fish populations. Moreover, it results in zero rent. These negative consequences of the
unregulated open access (the ”tragedy of commons”: [13]) were widely discussed in the
literature: see [11, 6, 8, 2]. Maybe the most evident reason for the occurrence of these
phenomena is the myopic behavior of competing harvesting agents, who are interested
in the maximization of instantaneous profit flows, and not in the conservation of the
population in the long run. In the present paper we consider the problem of rational
regulation of an open access fishery, using taxes as the only economical instrument.
Other known instruments include fishing quotas of different nature, total allowable catch,
limited entry, sole ownership, community rights, various economic restrictions, etc: see,
e.g, [8, 2].

We should also mention that there is a natural and popular approach to modeling
resource exploitation via the dynamic games. This approach is not touched in the present
paper, we only refer to [19] for a survey.

The Authors are with Institute of Mathematics, Mechanics and Computer Sciences, Southern Fed-
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Assume for a moment that n agents coordinate their efforts to maximize the aggre-
gated long-run discounted profit. The related aggregated agent, which can be consid-
ered as a sole owner of marine fishery resources, conserves the resource under optimal
strategy, unless the discounting rate is very large. How such an acceptable cooperative
behavior can be realized in practice?

We consider the following scheme. Suppose that some regulator (e.g., the coastal
states), being aware of the revenue function and maximal productivity of each agent, de-
clares the amount of proportional tax on catch. Roughly speaking, it turns out that if this
tax is equal to the marginal indirect utility (marginal value function) of the cooperative
optimization problem, then the myopic profit maximizing agents will follow an optimal
cooperative strategy, maximizing the aggregated long-run discounted profit. The idea of
using such taxes in harvesting management was often expressed in the bioeconomic lit-
erature: see [7], [20], [12, Chapter 10], [15, Chapter 7]. Our goal is to study this idea
more closely from the mathematical point of view.

The first theoretical question we encounter, trying to implement the mentioned tax-
ation scheme, concerns the differentiability of the value function v of the cooperative
problem. Assuming that the population growth function is strictly concave and contin-
uously differentiable, in Sections 2 and 3 we prove v inherits these properties, although
the instantaneous revenue functions may be non-concave.

The differentiability of v is proved by the tools from optimal control and convex
analysis. Our approach relies on the characterization of v as the unique solution of the
related Hamilton-Jacobi-Bellman equation. We neither use the general results like [22],
nor the related technique. At the same time, our results are not covered by [22]. Simulta-
neously we construct optimal strategies and prove that optimal trajectories are attracted
to the biomass level x̂, defined by the well known “golden rule”. This level depends on
the discounting rate, which is at regulator’s disposal.

If the agent revenue function are non-concave, then an optimal solution of the infi-
nite horizon cooperative problem may exist only in the class of relaxed (or randomized)
harvesting strategies. Such strategies can hardly be realized in practice, and certainly
cannot be stimulated by taxes. Nevertheless, in Section 4 we show that piecewise con-
stant strategies (known as the “pulse fishing”) of myopic agents, stimulated by the pro-
portional tax v′α on the fishing intensity α, are ε-optimal for the cooperative problem.
Moreover, the related trajectory is retained in any desired neighbourhood of x̂ for large
values of time. Finally, we introduce the notion of the critical tax v′(x̂) and prove that it
can only increase, when the agent community widens.
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2. Cooperative harvesting problem: the case of concave revenues

Let a population biomass X satisfy the differential equation

Xt = x+
t∫

0

b(Xs)ds−
n

∑
i=1

t∫
0

αi
s ds, (1)

where b is the growth rate of the population, and αi is the harvesting rate of i-th agent.
We assume that b is a differentiable strictly concave function defined on an open neigh-
bourhood of [0,1], and

b(x)> 0, x ∈ (0,1), b(0) = b(1) = 0.

The widely used Verhulst growth function b(x) = x(1− x) is a typical example. Agent
harvesting strategies αi are (Borel) measurable functions with values in the intervals
[0,αi], αi > 0. A harvesting strategy α = (α1, . . . ,αn) is called admissible if the solution
Xx,α of (1) stays in [0,1] forever: Xx,α

t ∈ [0,1], t  0. Note that for given α the solution
Xx,α is unique, since b, being concave, is Lipschitz continuous. The set of admissible
strategies, corresponding to an initial condition x, is denoted by An(x).

Consider the cooperative objective functional

Jn(x,α) =
n

∑
i=1

∞∫
0

e−βt fi(αi
t)dt, β > 0

of the agent community. We always assume that the instantaneous revenue function fi :
[0,αi] 7→ R+ of i-th agent is at least continuous, and fi(0) = 0. Let

v(x) = sup
α∈An(x)

Jn(x,α), x ∈ [0,1] (2)

be the value function of the cooperative optimization problem.
When studying the properties of the value function it is convenient to reduce the

dimension of the control vector to 1. Recall that the function

(g1 ⊕·· ·⊕gn)(x) = inf{g1(x1)+ · · ·+gn(xn) : x1 + · · ·+ xn = x}

is called the infimal convolution of g1, . . . ,gn. Let us extend the functions fi to R by the
values fi(u) =−∞, u ̸∈ [0,αi] and put

F(q) = sup{ f1(α1)+ · · ·+ fn(αn) : α1 + · · ·+αn = q}
=−((− f1)⊕·· ·⊕ (− fn))(q). (3)

The function F is finite on [0,q], q=∑n
i=1 αi, and takes the value −∞ otherwise. From the

properties of an infimal convolution it follows that if fi are continuous (resp., concave),
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then F is also continuous (resp., concave): see, e.g., [28] (Corollary 2.1 and Theorem
3.1).

Let q : R+ 7→ [0,q] be a measurable function. Consider the equation

Xx,q
t = x+

t∫
0

b(Xx,q
s )ds−

t∫
0

qs ds (4)

instead of (1). If Xx,q
t  0, then the strategy q is called admissible. The set of such strate-

gies is denoted by A (x). Using an appropriate measurable selection theorem (see [27,
Theorem 5.3.1]), we conclude that for any q ∈ A (x) there exists α ∈ An(x) such that
F(qt) = ∑n

i=1 fi(αi
t). It follows that the value function (2) admits the representation

v(x) = sup
q∈A (x)

J(x,q), J(x,q) =
∞∫

0

e−βtF(qt)dt.

Clearly, for any measurable control q : R+ 7→ [0,q] the trajectory Xx,q cannot leave
the interval [0,1] through the right boundary. Denote by

τx,q = inf{t  0 : Xx,q
t = 0}

the time of population extinction. As usual, we put τx,α = +∞ if Xx,α > 0. Note that
qt = 0, t  τx,q for any admissible control q.

First, we prove directly that v inherits the concavity property of fi (see Lemma 2
below).

Lemma 1 Let Y be a continuous solution of the inequality

Yt ¬ x+
t∫

0

b(Ys)ds−
t∫

0

qs ds.

Then Yt ¬ Xx,q
t , t ¬ τ := inf{s 0 : Ys = 0}.

Proof We follow [5] (Chapter 1, Theorem 7). Assume that Yt1 > Xx,q
t1 , t1 ¬ τ. Let t0 =

max{t ∈ [0, t1] : Yt ¬ Xx,q
t }. We have

Yt0 = Xx,q
t0 , Yt > Xx,q

t , t ∈ (t0, t1]. (5)

The function Z = Y −Xx,q satisfies the inequality

0¬ Zt ¬
t∫

t0

(b(Ys)−b(Xx,q
s ))ds¬ K

t∫
t0

Zs ds, t ∈ [t0, t1],

where K is the Lipschitz constant of b. By the Gronwall inequality (see, e.g., [21, Theo-
rem 1.2.1]) we get a contradiction with (5): Zt = 0, t ∈ [t0, t1].
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Lemma 2 The function v is non-decreasing. If fi are concave, then v is concave.

Proof Let q ∈ A (x) and y > x. Then

Xx,q
t ¬ y+

t∫
0

b(Xx,q
s )ds−

t∫
t0

qs ds.

By Lemma 1 we have Xx,q
t ¬ Xy,q

t for t ¬ τx,q, and hence for all t  0. It follows that
A (x)⊂ A (y) and v(x)¬ v(y).

Let 0 ¬ x1 < x2 ¬ 1, x = γ1x1 + γ2x2, γ1,γ2 > 0, γ1 + γ2 = 1. For qi ∈ A (xi) by the
concavity of b we have

γ1Xx1,q1

t + γ2Xx2,q2

t ¬ x+
t∫

0

b(γ1Xx1,q1

t + γ2Xx2,q2

t )dt −
t∫

0

(γ1q1
t + γ2q2

t )dt.

Put q = γ1q1 + γ2q2. Applying Lemma 1 to Y = γ1Xx1,q1
+ γ2Xx2,q2

and Xx,q we get the
inequality Y ¬ Xx,q. It follows that q ∈ A (x). By the concavity of F we obtain:

J(x,q)
∞∫

0

e−βt (γ1F(q1
t )+ γ2F(q2

t )
)

dt = γ1J(x1,q1)+ γ2J(x2,q2).

It follows that v is concave: v(x) γ1v(x1)+ γ2v(x2).

Let us introduce the Hamiltonian

H(x,z) = b(x)z+ F̂(z),

F̂(z) = sup
q∈[0,q]

(F(q)−qz) = max
q∈[0,α1+···+αn]

max

{
n

∑
i=1

fi(αi)− zq :
n

∑
j=1

α j = q

}

=
n

∑
i=1

max
αi∈[0,αi]

( fi(αi)− zαi). (6)

Recall that a continuous function w : [0,1] 7→R is called a viscosity subsolution (resp., a
viscosity supersolution) of the Hamilton-Jacobi-Bellman (HJB) equation

βw(x)−H(x,w′(x)) = 0 (7)

on a set K ⊂ [0,1], if for any x ∈ K and any test function φ ∈C1(R) such that x is a local
maximum (resp., minimum) point of w−φ, relative to K, the inequality

βw(x)−H(x,φ′(x))¬ 0 (resp.,  0)
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holds true. A function w ∈ C([0,1]) is called a constrained viscosity solution (see [26])
of (7) if u is a viscosity subsolution on [0,1] and a viscosity supersolution on (0,1).

By Lemma 2 the value function is continuous. Hence, by Theorem 2.1 of [26], we
conclude that v is the unique constrained viscosity solution of (7). However, in our case
it is possible to give a more simple characterization of v.

Lemma 3 Assume that fi are concave. Then v is the unique continuous function on [0,1],
with v(0) = 0, satisfying the HJB equation (7) on (0,1) in the viscosity sense.

Proof Since the equality v(0) = 0 follows from the definition of v, we need only to
prove that a continuous function w with w(0) = 0, satisfying the equation (7) on (0,1) in
the viscosity sense, is uniquely defined. To do this we simply show that w is a viscosity
subsolution of (7) on [0,1] and refer to the cited result of [26].

The inequality
0 = βw(0)¬ H(0,φ′(0)) = F̂(φ′(0))

is evident (for any φ ∈C1(R)). Furthermore, in the terminology of [9, Definitions 2 and
4], the point x = 1 is irrelevant and regular for the left-hand side of the HJB equation.
These properties follow from the fact that z 7→ F̂(z) is non-increasing and b(1) = 0. By
the result of [9] (Theorem 2), w automatically satisfies the equation (7) in the viscosity
sense on (0,1].

The subsequent study of the value function strongly relies on its characterization
given in Lemma 3. Let

∂w(x) = {γ ∈ R : w(y)−w(x) γ(y− x)},
∂+w(x) = {γ ∈ R : w(y)−w(x)¬ γ(y− x)}

be the sub- and superdifferential of a function w. Since H(x, p) is convex in p and satis-
fies the inequality

|H(x, p)−H(y, p)|= |(b(x)−b(y))p|¬ K|p||x− y|,

by [4, Chapter II, Theorem 5.6] we infer that

βv(x)−H(x,γ) = 0, γ ∈ ∂+v(x), x ∈ (0,1). (8)

As a concave function, v is differentiable on a set G ⊂ (0,1) with a countable com-
plement (0,1)\G. Moreover, v′ is continuous and non-increasing on G (see [23, Theorem
25.2]). Thus,

βv(x)−H(x,v′(x)) = 0, x ∈ G. (9)

Denote by δi
∗ the least maximum point of fi:

δi
∗ = min

(
arg max

u∈[0,αi]
fi(u)

)
.

Let us call a strategy α static if it does not depend on t.
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Assumption 1 The static strategy δ∗ = (δ1
∗, . . . ,δn

∗) is not admissible for any x ∈ [0,1].
Equivalently, one can assume that τx,δ∗ < ∞, or

max
x∈[0,1]

b(x)<
n

∑
i=1

δi
∗.

In what follows we suppose that the Assumption 1 is satisfied without further stipulation.
Denote by

v′+(x) = lim
y↓x

v(y)− v(x)
y− x

, v′−(x) = lim
y↑x

v(y)− v(x)
y− x

the right and left derivatives of v. It is well known that ∂+v(x) = [v′+(x),v
′
−(x)], x ∈ (0,1)

and the set-valued mapping x 7→ ∂+v(x) is non-increasing:

∂+v(x) ∂+v(y), x < y. (10)

For A,B ⊂ R we write A¬ B if ξ¬ η for all ξ ∈ A, η ∈ B.

Lemma 4 Assume that fi are concave. Then the function v′ is strictly decreasing on G,
and v is strictly concave and strictly increasing.

Proof To prove that v is strictly concave it is enough to show that x 7→ ∂+v(x) is strictly
decreasing:

∂+v(x)> ∂+v(y), x < y

(see [14, Chapter D, Proposition 6.1.3]). Assume that ∂+v(x)∩∂+v(y) ̸= Ø, x < y. Then
the interval (x,y) contains some points x1 < y1, x1,y1 ∈ G such that v′(x1) = v′(y1). From
(10) it follows that v′ is differentiable on (x1,y1) and equals to a constant. Differentiating
the HJB equation (9), we get

βv′(x) = b′(x)v′(x), x ∈ (x1,y1).

Since b is strictly concave, the equality b′(x)= β, x∈ (x1,y1) is impossible. Thus, v′(x)=
0, x ∈ (x1,y1) and

βv(x) = F̂(0) =
n

∑
i=1

f (δi
∗), x ∈ (x1,y1).

An optimal solution α∗ ∈ An(x) of the problem (2) exists (see, e.g., [10, Theorem
1]). If fi(αi,∗

t ) < fi(δi
∗) = maxu∈[0,qi] fi(u) on a set of positive measure for at least one

index i, then

v(x) = Jn(x,α∗)<
n

∑
i=1

∞∫
0

e−βt fi(δi
∗)dt =

1
β

n

∑
i=1

fi(δi
∗).
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If fi(αi,∗
t ) = fi(δi

∗) a.e., i = 1, . . . ,n, then αi,∗
t  δi

∗ a.e. by the definition of δ∗. But this is
impossible since the strategy δ∗ is not admissible for x and a fortiori so is α∗ (see Lemma
1).

The obtained contradiction implies that ∂+v is strictly decreasing. Hence, v is strictly
concave. In view of Lemma 2 this property implies that v is strictly increasing.

Denote by g∗(x) = supy∈R(xy−g(y)) the Young-Fenchel transform of a function g :
R 7→ (−∞,∞]. Recall (see [24, Proposition 11.3]) that for a continuous convex function
g : [a,b] 7→ R we have

∂g∗(x) = arg max
y∈[a,b]

(xy−g(y)). (11)

The next result establishes a connection between the differentiability of the value
function and the optimality of static strategies.

Lemma 5 Let fi be concave. If the value function v is not differentiable at x0 ∈ (0,1),
then the static strategy qt = b(x0) ∈ A (x0) is optimal, and x0 is uniquely defined by the
“golden rule": b′(x0) = β.

Proof Assume that v′−(x0)> v′+(x0), x0 ∈ (0,1). By (8) we have

βv(x0) = b(x0)γ+ F̂(γ), γ ∈ (v′+(x0),v′−(x0)). (12)

Since
F̂(z) = sup

q
{−zq− (−F(q)}= (−F)∗(−z), (13)

by (11), (12) we obtain

{F̂ ′(γ)}= {−b(x0)}=−arg max
q∈[0,q]

(F(q)− γq), γ ∈ (v′+(x0),v′−(x0)). (14)

Hence, F̂(γ) = F(b(x0))−b(x0)γ, γ ∈ (v′+(x0),v′−(x0)) and b(x0) ∈ A (x0) is optimal:

βv(x0) = F(b(x0)) = βJ(x0,b(x0)).

Now assume that the static strategy b(x0) is optimal. Let us apply the relations Pon-
tryagin’s maximum principle to the stationary solution (Xt ,qt) = (x0,b(x0)) of (4). Con-
sider the adjoint equation

ψ̇(t) =−b′(x0)ψ(t) (15)

and the basic relation of the Pontryagin maximum principle:

ψ0e−βtF(b(x0)) = max
q∈[0,q]

(
ψ0e−βtF(q)+(b(x0)−q)ψ(t)

)
. (16)

We have ψ(t) = Ae−b′(x0)t for some A ∈ R. If (x0,b(x0)) is an optimal solution, then
there exist ψ0 ∈ R+, A ∈ R such that (ψ0,A) ̸= 0 and the relations (15), (16) hold true:
see [3, Theorem 1].
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Let us rewrite (15), (16) as follows

ψ0F(b(x0)) = max
q∈[0,q]

(
ψ0F(q)+A(b(x0)−q)e(β−b′(x0))t

)
.

Assume that b′(x0) ̸= β. If ψ0 = 0, then we get a contradiction since b(x0)−q changes
sign on [0,q]. Thus, we may assume that ψ0 = 1:

F(b(x0)) = Ab(x0)e(β−b′(x0))t + max
q∈[0,q]

(
F(q)−Ae(β−b′(x0))tq

)
= H(x0,zt), zt = Ae(β−b′(x0))t . (17)

But the equality (17) is impossible, since either |zt | → ∞ and H(x0,zt)→+∞, t → ∞, or
|zt | → 0 and

H(x0,zt)→ H(x0,0) = F̂(0) =
n

∑
i=1

fi(δi
∗), t → ∞.

In the latter case by (3) and (17) we have

F(b(x0)) =
n

∑
i=1

fi(νi) =
n

∑
i=1

fi(δi
∗)

for some νi ∈ [0,αi] with ν1 + · · ·+νn = b(x0). From the definition of δi
∗ it then follows

that νi  δi
∗, i = 1, . . . ,n. This is a contradiction, since ∑n

i=1 δi
∗ ̸∈ A (x0), and ∑n

i=1 νi =
b(x0) should retain this property.

From the properties of b it follows that either b′(x)< β, x ∈ (0,1), or the equation

b′(x) = β, x ∈ (0,1) (18)

has a unique solution x̂ ∈ (0,1).

Theorem 1 Suppose that fi are concave. Then the value function v is strictly increasing,
strictly concave and continuously differentiable on (0,1), except maybe the point x̂. If F
is differentiable at b(x̂), then v is continuously differentiable.

Proof From Lemma 5 it follows that x̂ is the only possible discontinuity point of v. If v
is not differentiable at x̂, then the interval (v′+(x̂),v

′
−(x̂)) is non-empty. But if F is differ-

entiable at b(x̂), then (14) gives a contradiction: F ′(b(x̂)) = γ for all γ∈ (v′+(x0),v′−(x0)).

Note that the assumption, concerning the existence of F ′(b(x̂)) is not restrictive.
Firstly, F ′ can have only countably many discontinuity points. Thus, x̂ is not one of
these points for all β ∈ D, where (0,∞)\D is countable. Secondly, the formula

∂+F(q) =
n∩

i=1

∂+ fi(αi),
n

∑
i=1

αi = q,
n

∑
i=1

fi(αi) = F(q) (19)
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(see [14, Chapter D, Corollary 4.5.5]) shows that F ′(b(x̂)) exists if any of the functions
fi is differentiable at αi, satisfying (19).

The next result shows that the static strategy q = b(x̂) is indeed optimal.

Theorem 2 Assume that fi are concave. A static strategy b(x0) ∈ A (x0), x0 ∈ (0,1) is
optimal if and only if x0 coincides with the solution x̂ of (18).

Proof The necessity is proved in Lemma 5. It remains to prove that b(x̂) ∈ A (x̂) is
optimal. If v is not differentiable at x̂, the result follows from Lemma 4. Assume that v
is continuously differentiable.

The convex function F̂ is continuously differentiable on a co-countable set U ⊂ R.
Furthermore, v is twice differentiable a.e., and v′′ ¬ 0 a.e., since v′ is decreasing. Hence,
F̂(v′(x)) is differentiable on the co-countable set (v′)−1(U) = {x ∈ (0,1) : v′(x) ∈ U}.
Differentiating the HJB equation (9), by the chain rule we obtain

(β−b′(x))v′(x) = v′′(x)
(

b(x)+ F̂ ′(v′(x))
)

a.e.

The inequalities

β−b′(x)< 0, x ∈ (0, x̂); β−b′(x)> 0, x ∈ (x̂,1)

imply that v′′(x)< 0 a.e. and

b(x)+ F̂ ′(v′(x))> 0, a.e. on (0, x̂), b(x)+ F̂ ′(v′(x))< 0, a.e. on (x̂,1). (20)

Since v′ is continuous and strictly decreasing we get the inequalities

b(x̂)+ F̂ ′
+(v

′(x̂)) 0 b(x̂)+ F̂ ′
−(v

′(x̂)).

Using (11), (13), we obtain

b(x̂) ∈ −∂F̂(v′(x̂)) = arg max
q∈[0,q]

{F(q)− v′(x̂)q}. (21)

It follows that the static strategy qt = b(x̂) ∈ A (x̂) is optimal:

βv(x̂) = b(x̂)v′(x̂)+ F̂(v′(x̂)) = F(b(x̂)), v(x̂) = J(x̂,b(x̂)).

We turn to the analysis of optimal strategies q ∈ A (x) for x ̸= x̂. Put

q̂(z) =−∂F̂(z). (22)

On the co-countable set U , where F̂ is differentiable, the mapping (22) is single-valued.
By (21) we have

q̂(v′(x)) = arg max
q∈[0,q]

(F(q)−qv′(x)), v′(x) ∈U.
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Note, that Hz(x,z) = b(x)− q̂(z), z ∈U . From (20) we know that

Hz(x,v′(x))> 0, a.e. on (0, x̂), Hz(x,v′(x))< 0, a.e. on (x̂,1).

We want to use q̂(v′(x)) as a feedback control, formally considering the equation

Ẋ = b(X)− q̂(v′(X)) = Hz(X ,v′(X)), X0 = x.

To do it in a rigorous way let us first introduce

τx =

x̂∫
x

du
Hz(u,v′(u))

.

This definition allows τx to be infinite. Let x < x̂ (resp., x > x̂). Then the mapping

Ψ(y) =

y∫
x

du
Hz(u,v′(u))

, Ψ : (x, x̂) 7→ (0,τx) (resp.,Ψ : (x̂,x) 7→ (0,τx))

is a bijection.

Lemma 6 Let ψ : [a,b] 7→ R be continuous and strictly monotonic. Then ψ−1 is abso-
lutely continuous if and only if ψ′ ̸= 0 a.e. on (a,b).

By Lemma 6, which proof can be found in [29] (Theorem 2), the equation

t =
Yt∫

x

du
Hz(u,v′(u))

(23)

uniquely defines a locally absolutely continuous function Yt , t ∈ (0,τx). Moreover, Y is
strictly increasing if x < x̂ and strictly decreasing if x > x̂. From (23) we get

Ẏt = Hz(Yt ,v′(Yt)) = b(Yt)− q̂(v′(Yt)) a.e. on (0,τx), Y0 = x. (24)

Theorem 3 Let fi be concave and x ̸= x̂. Put T = {t ∈ (0,τx) : v′(Yt) ∈U}, where Y is
defined by (23). Define the strategy

q∗t = q̂(v′(Yt)), t ∈ T .

On the countable set (0,τx)\T the values q∗t can be defined in an arbitrary way. If τx is
finite put

q∗t = b(x̂), t  τx.

The strategy q∗ ∈ A (x) is optimal.
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Proof The equality (24) means that Yt = Xx,q∗ on (0,τx). Furthermore, Xx,q∗ = x̂ on
[τx,∞) by the definition of q∗. Clearly, q∗ is admissible. To prove that q∗ is optimal it is
enough to show that

Wt =

t∫
0

e−βsF(q∗s )ds+ e−βtv(Xx,q∗
t )

is constant, since then

W0 = v(x) = lim
t→∞

Wt =

∞∫
0

e−βsF(q∗s )ds.

We have

Ẇt = e−βtF(q∗t )+ e−βt
(
−βv(Xx,q∗

t )+ v′(Xx,q∗
t )(b(Xx,q∗

t )−q∗t )
)

= e−βt(−βv(Xx,q∗
t )+H(Xx,q∗

t ,v′(Xx,q∗
t ))) = 0 a.e. on (0,τx).

For t > τx we have

Wt =

τ∫
0

e−βsF(q∗s )ds+
F(b(x̂))

β
(e−βτ − e−βt)+ e−βtv(x̂)

=

τ∫
0

e−βsF(q∗s )ds+
F(b(x̂))

β
e−βτ,

since v(x̂) = F(b(x̂))/β by the optimality of the static strategy b(x̂).

From Theorem 3 we see that if the solution x̂ of (18) exists, then it attracts any
optimal trajectory. Moreover, Xx,q∗ is strictly increasing (resp., decreasing) on (0,τx), if
x < x̂ (resp. x > x̂).

We also mention that the multivalued feedback control q̂(v′(x)) satisfies the inequal-
ities

b(x)> q̂(v′(x)), x ∈ (0, x̂); b(x)< q̂(v′(x)), x ∈ (x̂,1). (25)

Indeed, q̂(z) =−∂F(z) is a non-increasing multivalued mapping. On a co-countable set
U the mappings q̂(v′(x)) are single-valued, non-decreasing and satisfy the inequalities
(20). Thus, in any neighbourhood of a point x ̸= x̂ there exist x1 < x, x2 > x such that

q̂(v′(x1))¬ q̂(v′(x))¬ q̂(v′(x2)),

where q̂(v′(xi)) are single-valued and satisfy (20). It easily follows that

b(x) q̂(v′(x)), x ∈ (0, x̂); b(x)¬ q̂(v′(x)), x ∈ (x̂,1). (26)

Assume that b(x0)∈ q̂(v′(x0)), x0 ̸= x̂. Then from the HJB equation (9) it follows that q=
b(x0) ∈ A (x0) is an optimal strategy: βv(x0) = F(b(x0)), in contradiction with Lemma
5. Thus, the inequalities (26) are strict.
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3. Cooperative harvesting problem: the case of non-concave revenues

Now we drop the assumption that fi are concave. Let us extend the class of harvest-
ing strategies. A family (µt(dx))t0 of probability measures on [0,q] is called a relaxed
control if the function

t 7→
q∫

0

φ(y)µt(dy)

is measurable for any continuous function φ. A relaxed control µ induces the dynamics

Xt = x+
t∫

0

b(Xs)ds−
t∫

0

q∫
0

yµs(dy)ds.

The related value function is defined as follows

vr(x) = sup
µ∈A r(x)

Jr(x,µ), Jr(x,µ) =
∞∫

0

e−βt

q∫
0

F(y)µt(dy)dt, x ∈ [0,1], (27)

where A r = {µ : Xx,µ  0} is the class of admissible relaxed controls.
Denote by F̃ the concave hull of F : F̃ =−(−F)∗∗. Let

ṽ(x) = sup
q∈A (x)

J̃(x,q), J̃(x,q) =
∞∫

0

e−βt F̃(qt)dt (28)

be the related value function. Note that by (3) and the properties of infimal convolution
( [16], Chapter 3, § 3.4, Theorem 1) we have

−F̃ = (−F)∗∗ = (− f1)
∗∗⊕·· ·⊕ (− fn)

∗∗ = (− f̃1)⊕·· ·⊕ (− f̃n),

where f̃i and f ∗∗ are the convex hull and the double Young-Fenchel transformation of f
respectively. Hence,

F̃(q) = sup{ f̃1(α1)+ · · ·+ f̃n(αn) : α1 + · · ·+αn = q}. (29)

Since F̃  F it follows that ṽ v. By the Jensen inequality we have

Jr(x,µ)¬
∞∫

0

e−βt

q∫
0

F̃(y)µt(dy)dt ¬
∞∫

0

e−βt F̃(q̃t)dt,

where qt =
∫ q

0 yµt(dy) is an admissible control for the problem (4). Thus,

v(x)¬ vr(x)¬ ṽ(x).
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Lemma 7 For any p ∈ [0,q] there exists p1, p2 ∈ [0,q], κ ∈ (0,1) such that

p = κp1 +(1−κ)p2, F̃(p) = κF(p1)+(1−κ)F(p2).

The proof of a more general result can be found in [14] (Chapter E, Proposition 1.3.9(ii)).
Denote by q̃t the strategy, constructed in Theorem 3, where F is replaced by F̃ . We

claim that
F̃(q̃t) = F(q̃t), a.e. on (0,τx). (30)

By construction, q̃t is the unique maximum point of q 7→ F̃(q)−qv′(Yt) on [0,q] for all
t ∈ T̃ , where (0,τx)\T̃ is countable. If F̃(q̃t) ̸= F(q̃t), t ∈ T̃ then, by Lemma 7, F̃ is
affine in an open neighbourhood of q̃t , and

arg max
q∈[0,q]

(F̃(q)− v′(Yt)q}

contains this neighbourhood: a contradiction.
Furthermore, by Lemma 7 there exist p1, p2 ∈ [0,1], κ ∈ (0,1) such that

b(x̂) = κp1 +(1−κ)p2, F̃(b(x̂)) = κF(p1)+(1−κ)F(p2). (31)

Consider the static relaxed control

µs =

{
q̃s, s < τx,

κδp1 +(1−κ)δp2 , s τx,
(32)

where δa is the Dirac measure, concentrated at a. By (30), (31) we have

Jr(x,µ) =
τx∫

0

e−βtF(q̃t)dt +
∞∫

τx

e−βt(κF(p1)+(1−κ)F(p2))dt = J̃(x, q̃).

Thus, vr(x) = ṽ(x) and the strategy (32) is optimal for the relaxed problem (27).
To prove that vr(x) = v(x) let us construct an approximately optimal strategy

qε ∈ A (x) : J(x,qε)→ vr(x), ε → 0. (33)

We may assume that p1 ̸= p2 and p1 < b(x̂)< p2. Otherwise, the strategy (32) reduces to
an ordinary control µs = q̃sI{s<τx}+b(x̂)I{sτx} and we conclude that v(x) = vr(x) = ṽ(x).

Define g by the equation

x̂∫
x̂−ε

(b(x̂)−b(x))ρ(x)dx =

x̂+g(ε)∫
x̂

(b(x)−b(x̂))ρ(x)dx, (34)

ρ(x) =
1

(b(x)− p1)(p2 −b(x))
.
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Note, that for sufficiently small ε > 0 we have ρ(x) > 0 on (x̂− ε,g(ε)) and integrands
in (34) are positive. Clearly, g(ε) ↓ 0, ε → 0. Put

τ1 =

x̂+g(ε)∫
x̂

dx
b(x)− p1

, τ2 =

x̂+g(ε)∫
x̂−ε

dx
p2 −b(x)

,

τ3 =

x̂∫
x̂−ε

dx
b(x)− p1

, τ = τ1 + τ2 + τ3.

For brevity, we omit the dependence of τi on ε. Put

qε
t =

∞

∑
j=0

(
p1I[ jτ, jτ+τ1)(t)+ p2I[ jτ+τ1, jτ+τ1+τ2)(t)+ p1I[ jτ+τ1+τ2,( j+1)τ)(t)

)
. (35)

The trajectory X x̂,qε
is periodic:

Ẋ x̂,qε

t = b(X x̂,qε

t )− p1, ( jτ, jτ+ τ1), X x̂,qε

jτ = x̂,

Ẋ x̂,qε

t = b(X x̂,qε

t )− p2, ( jτ+ τ1, jτ+ τ1 + τ2), X x̂,qε

jτ+τ1
= x̂+gε,

Ẋ x̂,qε

t = b(X x̂,qε

t )− p1, ( jτ+ τ1 + τ2,( j+1)τ)), X x̂,qε

jτ+τ1+τ2
= x̂− ε.

It sequentially visits the points x̂, x̂+gε, x̂−ε, x̂ and moves monotonically between them.
Furthermore,

( j+1)τ∫
jτ

e−βtF(qε
t )dt =

e−β jτ

β

(
(1− e−βτ1)F(p1)+(e−βτ1 − e−β(τ1+τ2))F(p2)

+(e−β(τ1+τ2)− e−βτ)F(p1)
)

Thus,

J(x̂,qε) =
1

β(1− e−βτ)

(
(1− e−βτ1)F(p1)+(e−βτ1 − e−β(τ1+τ2))F(p2)

+(e−β(τ1+τ2)− e−βτ)F(p1)
)
=

1
β

(
τ1 + τ3

τ
F(p1)+

τ2

τ
F(p2)

)
+o(1), ε → 0.

Since

τ1 =
g(ε)

b(x̂)− p1
(1+o(1)), τ2 =

g(ε)+ ε
p2 −b(x̂)

(1+o(1)), τ3 =
ε

b(x̂)− p1
(1+o(1)),

using (31), we get
τ1 + τ3

τ2
=

p2 −b(x̂)
b(x̂)− p1

=
κ

1−κ
,
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τ1 + τ3

τ
=

1
1+ τ2/(τ1 + τ3)

= κ,
τ2

τ
=

1
1+(τ1 + τ3)/τ2

= 1−κ.

Thus,

lim
ε→0

J(x̂,qε) =
1
β
(κF(p1)+(1−κ)F(p2)) =

F̃(b(x̂))
β

= v(x̂).

We see that the strategy (35) satisfies (33), and v(x) = vr(x) = v(x). The obtained
results are summarized below.

Theorem 4 The value functions (2), (27), (28) coincide: v = vr = ṽ. By Theorem 1,
applied to (28), v is strictly increasing, strictly concave and continuously differentiable
on (0,1), except maybe the point x̂. If F̃ is differentiable at b(x̂), then v is continuously
differentiable. The strategy (32) is optimal for the relaxed problem (27).

4. Rational taxation

Assume that a regulator imposes the proportional tax v′(x)α for the fishing intensity
α. Then the myopic agents take their optimal strategies from the sets

α̂i(x) = arg max
u∈[0,αi]

{ fi(u)− v′(x)u}.

The direct implementation of such feedback controls may cause technical problems,
since the related equation (1) can be unsolvable. Instead of continuous change of the tax
v′(Xt), a more realistic approach consists in its fixing for some periods of time: v′(Xτ j),
t ∈ [τ j,τ j+1). In this case agents also fix their strategies:

αi
τi
∈ arg max

u∈[0,αi]
{ fi(u)− v′(Xτ j)u}, t ∈ [τ j,τ j+1).

This scheme results in “step-by-step positional control” (see [18]), defined recursively
by the formulas:

Xx,α
0 = x,

αi
t = αi

τ j
∈ arg max

u∈[0,αi]
{ fi(u)− v′(Xx,α

τ j )u}, t ∈ [τ j,τ j+1), (36)

Xx,α
t = Xx,α

τ j +

t∫
τ j

b(Xx,α
s )ds−

n

∑
i=1

αi
τ j
· (t − τ j), t ∈ [τ j,τ j+1),

0 = τ0 < .. .τ j < .. . , τ j → ∞, j → ∞, (37)

bypassing at the same time the mentioned technical problems.
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Theorem 5 Let F̃ ′(x̂) exist. Then for any ε > 0, δ > 0 there exists a sequence (37) such
that the strategy (36) is approximately optimal: Jn(x,α) v(x)−ε and stabilizing in the
following sense:

|Xx,α
t − x̂|< δ, t  t(x,ε,δ).

Proof First note that

α̂i(z) := arg max
u∈[0,αi]

( fi(u)− zu)⊂ α̃i(z) := arg max
u∈[0,αi]

( f̃i(u)− zu).

Indeed, if u∗ ∈ α̂i(z), then −z ∈ ∂(− fi)(u∗) and u∗ ∈ ∂(− fi)
∗(−z): see [14, Chapter E,

Proposition 1.4.3]. But, by (11),

∂(− fi)
∗(−z) = arg max

u∈[0,αi]
(−zu− (− fi)

∗∗(u)) = arg max
u∈[0,αi]

( f̃i(u)− zu) = α̃i(z).

Furthermore, from the representation (29) we get

max
q∈[0,q]

{F̃(q)− zq}=
n

∑
i=1

max
αi∈[0,αi]

{ f̃i(αi)− zαi}

(see also (6)). Thus,

q̃(z) := arg max
q∈[0,q]

(F̃(q)− zq) =
n

∑
i=1

α̃i(z)⊃
n

∑
i=1

α̂i(z). (38)

From (25) it then follows that

b(x)>
n

∑
i=1

α̂i(v′(x)), x ∈ (0, x̂),

(39)

b(x)<
n

∑
i=1

α̂i(v′(x)), x ∈ (x̂,1).

The subsequent argumentation follows the introductory section of [17]. For any x0 ∈
(0,1) and any αi

0 ∈ α̂i(v′(x0)) we have

βv(x0) =

(
b(x0)−

n

∑
i=1

αi
0

)
v′(x0)+

n

∑
i=1

fi(αi
0).

Put,

ψ(x,α) =−βv(x)+

(
b(x)−

n

∑
i=1

αi

)
v′(x)+

n

∑
i=1

fi(αi)

and define the time moment
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τ1 = inf{t  0 : ψ(Xx0,α0
t ,α0)<−βε or Xx0,α0

t > x̂+δ}, x0 ∈ (0, x̂), (40)

τ1 = inf{t  0 : ψ(Xx0,α0
t ,α0)<−βε or Xx0,α0

t < x̂−δ}, x0 ∈ (x̂,1), (41)

τ1 = inf{t  0 : ψ(Xx0,α0
t ,α0)<−βε or Xx0,α0

t ̸∈ (x̂−δ, x̂+δ)}, x0 = x̂. (42)

For t ∈ [0,τ1] in each of the cases (40), (41), (42) we have respectively

Xx0,α0
t ∈ [x0, x̂+δ], Xx0,α0

t ∈ [x̂−δ,x0], Xx0,α0
t ∈ [x̂−δ, x̂+δ].

Assume that xk−1, αk−1, τk are defined. Put

xk = Xxk−1,αk−1
τk , αi

k ∈ α̂i(v′(xk)),

τk+1 = inf{t  τk : ψ(Xxk,αk
t ,αk)<−βε or Xxk,αk

t > x̂+δ}, xk ∈ (0, x̂), (43)

τk+1 = inf{t  τk : ψ(Xxk,αk
t ,αk)<−βε or Xxk,αk

t < x̂−δ}, xk ∈ (x̂,1), (44)

τk+1 = inf{t  τk : ψ(Xxk,αk
t ,αk)<−βε or Xxk,αk

t ̸∈ (x̂−δ, x̂+δ)}, xk = x̂. (45)

The function x 7→ ψ(x,α) is uniformly continuous on any interval [a,b]⊂ (0,1) uni-
formly in α ∈ [0,q]. Thus, there exists δ′ such that if

|ψ(x,α)−ψ(y,α)| βε, [x,y]⊂ [a,b],

then |x− y| δ′. Assume that ψ(Xxk,αk
τk+1 ,αk) =−βε. Since ψ(xk,αk) = 0, we get

δ′ ¬ |Xxk,αk
τk+1 − xk|¬

τk+1∫
τk

b(Xxk,αk
t )dt +

τk+1∫
τk

n

∑
i=1

αi
k dt ¬ (b+q)(τk+1 − τk),

where b = maxx∈[0,1] b(x). Furthermore, if ψ(Xxk,αk
τk+1 )>−βε and τk+1 < ∞, then in any of

three cases (43), (44), (45) we have

δ¬ |Xxk,αk
τk+1 − xk|¬ (b+q)(τk+1 − τk).

Thus, the differences τk+1−τk are uniformly bounded from below by a positive constant,
and the strategy α = ∑∞

k=0 αkI[τk,τk+1)(t) is well defined for all t  0. Note, that Xx0,α
t

belongs to one of the sets [x0, x̂+δ], [x̂−δ,x0], [x̂−δ, x̂+δ] for all t  0.
By the Berge maximum theorem (see [1, Theorem 17.31]) the set-valued mapping α̂

is upper hemicontinuous, hence its graph is closed (see [1, Theorem 17.10]). From (39)
it then follows that there is a finite gap between b(x) and ∑n

i=1 α̂i(v′(x)) on (0, x̂− δ)∪
(x̂+ δ,1). Thus, |Ẋα,x0 | is uniformly bounded from below by a positive constant, when
Xα,x0 ∈ (0, x̂−δ)∪(x̂+δ,1). This property implies that Xα,x0 reaches the neighbourhood
[x̂−δ, x̂+δ] in finite time t(x,ε,δ). After reaching this neighbourhood, Xα,x0 remains in
it forever by the construction of α.
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It remains to prove that α is ε-optimal. We have

−βv(Xxk,αk
t )+

(
b(Xxk,αk

t )−
n

∑
i=1

αi
k

)
v′(Xxk,αk

t )+
n

∑
i=1

fi(αi
k)−βε, t ∈ (τk,τk+1).

After the multiplication on e−βt an integration we get

e−βτk+1v(Xxk,αk
τk+1 )− e−βτk v(Xxk,αk

τk )+

τk+1∫
τk

e−βt
n

∑
i=1

fi(αi
k)dt  ε(e−βτk+1 − e−βτk).

Summing up and passing to the limit we obtain the desired inequality:

∞∫
0

e−βt
n

∑
i=1

fi(αi
t)dt  v(x0)− ε.

As an example, consider the problem with n identical agents and assume that their
common profit function is linear: fi(u) = f (u) = u, u ∈ [0,α]. The HJB equation (9)
takes the form

βv(x) = b(x)v′(x)+n max
u∈[0,α]

(u− v′(x)u).

From (21) it follows that v′(x̂) = 1. Thus,

v′(x)> 1, x < x̂, v′(x)< 1, x > x̂ (46)

and v satisfies the equations

βv(x) = b(x)v′(x), x < x̂; βv(x) = (b(x)−nα)v′(x)+nα, x > x̂.

Solving these equations, by the uniqueness result, given in Lemma 3, we infer that

v(x) =
b(x̂)

β
exp

−
x̂∫

x

β
b(y)

dy

 , x ∈ (0, x̂],

v(x) =
1
β
(b(x̂)−nα)exp

 x∫
x̂

β
b(y)−αn

dy

+
1
β

nα, x ∈ [x̂,1].

For the biomass quantities x below the critical level x̂ the tax v′(x) does not depend on n:

v′(x) =
b(x̂)
b(x)

exp

−
x̂∫

x

β
b(y)

dy

 , x ∈ (0, x̂].
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For larger values of x we have

v′(x) =
nα−b(x̂)
nα−b(x)

exp

−
x∫

x̂

β
nα−b(y)

dy

 , x ∈ [x̂,1].

In particular, v′(x)→ f ′(0) = 1, n → ∞.
Note, that a tax, stimulating an optimal cooperative behavior is by no means unique.

For instance, any tax, satisfying (46), can serve this purpose. So, the most interesting
quantity is the “critical tax”

v′(x̂) = F̃ ′(b(x̂)). (47)

The equality (47) follows from (21). Consider F̃ as the value function of the elemen-
tary problem (29), where the artificial agents with concave revenues f̃i cooperatively
distribute some given harvesting intensity q. Formula (47) shows that v′(x̂) is simply the
shadow price of the critical growth growth rate b(x̂) within this problem.

We are interested in the dependence of the critical tax v′(x̂) on the size of agent
community. Consider again n identical agents with the revenue functions fi = f . If f is
linear, the critical tax, as we have seen, does not depend on n. Assume now that f is
differentiable and strictly concave. Then by (21) and (38) we get

b(x̂) ∈
n

∑
i=1

arg max
u∈[0,α]

{ f (u)− v′(x̂)u}

Taking optimal values of u to be equal, we conclude that v′(x̂) = f ′(b(x̂)/n). Thus, v′(x̂)
is increasing in n, and v′(x̂)→ f ′(0), n → ∞. Our final result shows that this situation is
typical: the critical tax can only increase, when the agent community widens.

Theorem 6 Denote by Fn, Fn+m and vn, vn+m the cooperative instantaneous revenue
functions (3) and the value functions (2), corresponding to the agent communities

{ fi}n
i=1 ⊂ { fi}n+m

i=1 .

Assume that F̃ ′
n(b(x̂)), F̃ ′

n+m(b(x̂)) exist. Then

v′n(x̂) = F̃ ′
n(b(x̂))¬ v′n+m(x̂) = F̃ ′

n+m(b(x̂)).

Proof It is enough to consider the case m = 1. By the associativity of the infimal convo-
lution we have

(−F̃n+1)(q) = (−F̃n)⊕ (− f̃n+1)(q).

The formula for the subdifferential of an infimal convolution, given in [14, Chapter D,
Corollary 4.5.5], implies that

∂(−F̃n+1)(q)⊆
∪
u

∂(−F̃n)(u)∩∂(− f̃n+1)(q−u)⊆
∪

u∈[0,q]
∂(−F̃n)(u).
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But since the set-valued mapping u 7→ ∂(−F̃n+1)(u) is non-decreasing, we have

∂(−F̃n+1)(q)¬ ∂(−F̃n)(q), q ∈ [0,q].

Thus, F̃ ′
n+1(b(x̂)) F̃ ′

n(b(x̂)).

A resembling result for discrete time problem was proved in [25, Theorem 3].
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State estimation in a decentralized discrete time LQG
control for a multisensor system

ZDZISLAW DUDA

In the paper a state filtration in a decentralized discrete time Linear Quadratic Gaussian
problem formulated for a multisensor system is considered. Local optimal control laws depend
on global state estimates and are calculated by each node. In a classical centralized information
pattern the global state estimators use measurements data from all nodes. In a decentralized
system the global state estimates are computed at each node using local state estimates based
on local measurements and values of previous controls, from other nodes.

In the paper, contrary to this, the controls are not transmitted between nodes. It leads to
nonconventional filtration because the controls from other nodes are treated as random variables
for each node. The cost for the additional reduced transmission is an increased filter computation
at each node.

Key words: multisensor system, LQG problem, Kalman filter

1. Introduction

Multisensor systems find applications in many areas such as aerospace, robotics, im-
age processing, military surveillance, medical diagnosis. The advantage of using these
systems over systems with a single sensor results from e.g. improved reliability, robust-
ness, extended coverage, improved resolution e.t.c. In the systems a state estimation
problem is one of the critical concerns.

Theoretically, state estimates can be determined by using a conventional Kalman
filter in a centralized structure where all process measurements are sent to a central
station.

The centralized architecture produces an optimal estimate in a minimum mean
square error (MMSE) sense, but it may imply low survivability and requires high pro-
cessing and communication loads.

Due to limited communication bandwith or reliability constraints fusion algorithms
and appropriate architectures (from hierarchical to fully decentralized) are proposed.
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In these architecture each node carries out Kalman filtering upon its own measure-
ments and then transmits the local processed data to a fusion center [4, 5, 10] (hierar-
chical structure) or to other nodes [9, 8] (fully decentralized structure). In fusion nodes
a global state estimate is calculated. It may be equivalent to the optimal centralized esti-
mate [4, 5, 10] or suboptimal [1, 2, 3].

In majority papers autonomous systems [1, 2, 3, 6, 12] are considered. A control, if
introduced, is a known input [5] or depends on local state estimate [7], only.

In [11] a decentralized Linear-Quadratic-Gaussian (LQG) control problem involving
M nodes is considered. Local controls depend on global state estimates. At each node
local state estimates are computed using measurement data obtained at that node and
values of previous controls from other nodes. The local control law at each node is a
linear combination of local state estimates and previous controls transmitted from other
nodes.

In this paper a Linear-Quadratic-Gaussian (LQG) problem [11] is considered. Con-
trary to [11], controls are not transmitted between nodes. It leads to nonconventional
local filtration because controls from other nodes should be treated as random variables
for each node. The cost for this additional reduced transmission is increased filter com-
putation at each node.

2. Problem formulation

Consider a linear multisensor system described by the equations

xn+1 = Axn +
M

∑
j=1

B ju j
n +wn (1)

y j
n =C jxn + r j

n, j = 1, ...,M (2)

where xn is a state vector, u j
n is a control vector at node j, y j

n is a measurement vector
at node j ; A, B j, C j are the system and observation models, wn, r j

n are the state and
measurement noises, respectively. It is assumed that x0 ∼ N(x̄0,X0), wn ∼ N(0,Wn), r j

n ∼
N(0,R j

n) and xn ∈ Rk, wn ∈ Rk, y j
n ∈ Rp j

, r j
n ∈ Rp j

; A ∈ Rk×k, C j ∈ Rp j×k. Additionally,
wn, r j

m, j = 1, ...,M are gaussian white noise processes independent of each other and of
the gaussian initial state x0.

The optimal control problem is to find

Io = min
{a j

n (⃗yn),n=0,...,N, j=1,...,M}
E[

1
2

N

∑
n=0

(xT
n Qnxn +

M

∑
j=1

u jT
n H ju j

n)u j
n=a j

n (⃗yn)
] (3)

subject to the stochastic system (1) where Qn and H j are positive semidefinite and posi-
tive definite, respectively, symmetric matrices and y⃗n = {y0, ...,yn}, yi = [y1T

i , ...,yMT
i ]T

is the measurement available history.
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It is the control problem formulated in a classical information pattern, because con-
trol laws are functions of all measurement data.

The solution to the control problem is known [11]. Control laws a j
n(⃗yn), j = 1, ...,M,

depend on global state estimates based on measurements obtained from all nodes. In [11]
a decentralized system is proposed. The global state estimate is obtained as a linear
combination of local state estimates based on local measurement information and values
of previous controls from all nodes.

The problem formulated in the paper is to compute local state estimates using mea-
surements only at that node. It leads to a decentralized system with an additional reduced
data transmission.

3. Solution to the centralized LQG control problem

The solution to the LQG problem [11] has the form

u jo
n = S j

nx̂n|n (4)

where the global state estimate x̂n|n is defined as

x̂n|n = E(xn |⃗yn) (5)

The quantity yn is a stacked measurement vector resulting from the eqn. (2) and written
in the form

yn =Cxn + rn (6)

where yn = [y1T
n , ...,yMT

n ]T , C = [C1T , ...,CMT ]T , rn = [r1T
n , ...,rMT

n ]T , Rn = ErnrT
n =

diag{R1
n, ...,R

M
n }.

The control gain S j
n is

S j
n =−(H j +B jT Λn+1B j)−1B jT Λn+1A (7)

where Λn is propagated backwards in time as

Λn = AT Λn+1A−
M

∑
j=1

S jT
n (H j +B jT Λn+1B j)S j

n +Qn (8)

The global state estimate x̂n|n is propagated as

x̂n+1|n+1 = x̂n+1|n +Kn+1(yn+1 −Cx̂n+1|n) (9)

where

x̂n+1|n = E(xn+1 |⃗yn) = Ax̂n|n +
M

∑
j=1

B ju j
n (10)
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The Kalman gain Kn+1 is given as

Kn+1 = Pn+1|nCT (CPn+1|nCT +Rn+1)
−1 (11)

where Pn+1|n = E(xn+1 − x̂n+1|n)(xn+1 − x̂n+1|n)
T has the form

Pn+1|n = APn|nAT +Wn, P0|−1 = X0 (12)

The covariance matrix Pn+1|n+1 = E(xn+1 − x̂n+1|n+1)(xn+1 − x̂n+1|n+1)
T is propagated

as

Pn+1|n+1 = (1−Kn+1C)Pn+1|n (13)

or in the information form

P−1
n+1|n+1 = P−1

n+1|n +
M

∑
j=1

C jT (R j
n+1)

−1C j (14)

where 1 is the identity matrix.
Using (11) and (13) gives

Kn+1 = Pn+1|n+1CT R−1
n+1 (15)

Then the propagation of the estimate x̂n|n described by (9) can be expressed in the form

x̂n+1|n+1 = x̂n+1|n +Pn+1|n+1

M

∑
j=1

C jT (R j
n+1)

−1(y j
n+1 −C jx̂n+1|n) (16)

The eqn. (4)-(16) form the solution to the LQG problem.
Let us notice that the state estimate (16) with (10) depends on measurements and

controls from all nodes. In decentralized systems state estimates and consequently con-
trols should be calculated by each node using measurements available only at that node.

4. Solution to the decentralized LQG problem

In [11] a solution to the decentralized LQG problem is presented. The control laws
have the form (4).

The state estimate x̂n|n is divided into two parts

x̂n|n = x̂D
n|n + xC

n (17)

where

xC
n+1 = AxC

n +
M

∑
j=1

B ju j
n, xC

0 = x̄0 (18)
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and

x̂D
n+1|n+1 =

M

∑
j=1

[Pn+1|n+1(P
j

n+1|n+1)
−1x̂D j

n+1|n+1 +h j
n+1] (19)

At each node an additional vector h j
n is calculated as

h j
n+1 = Fn+1h j

n +G j
n+1x̂D j

n+1|n, h j
0 = 0 (20)

where

x̂D j
n+1|n = Ax̂D j

n|n, Fn = Pn|nP−1
n|n−1A

(21)
G j

n+1 = Pn+1|n+1[(Pn+1|n)
−1APn|n(P

j
n|n)

−1A−1 − (P j
n+1|n)

−1]

and P j
n|n = E(xD

n − x̂D j
n|n)(x

D
n − x̂D j

n|n)
T and P j

n|n−1 = E(xD
n − x̂D j

n|n−1)(x
D
n − x̂D j

n|n−1)
T .

The state estimate x̂D j
n|n determined by each node has the form

x̂D j
n+1|n+1 = Ax̂D j

n|n +P j
n+1|n+1C jT (R j

n)
−1(y j

n+1 −C jxC
n+1 −C jAx̂D j

n|n), x̂D j
0|0 = 0 (22)

where a covariance matrix P j
n+1|n+1 has a classical form.

Using (7), (17) and (19) in (4) the j− th local optimal control law becomes

u jo
n =−(H j +B jT Λn+1B j)−1B jT Λn+1{

M

∑
l=1

[Pn|n(P
l
n|n)

−1x̂Dl
n|n +hl

n]+ xC
n} (23)

Let us notice that in order to determine the value of the optimal control u jo
n at the j− th

node, the p j dimensional vectors αl j
n defined as

αl j
n = B jT Λn+1[Pn|n(P

l
n|n)

−1x̂Dl
n|n +hl

n], l = 1, ...,M, l ̸= j (24)

should be transmitted from other nodes to the node j. Moreover the controls ul
n−1 from

other nodes must be transmitted too, so that to form (18), (22) and finally (23).
At each node the vector h j

n must be calculated. Since h j
n depends on measurements,

it should be calculated on-line. The operations in (19) and (20) can be done in parallel.

5. New approach to filtration in the decentralized LQG problem

Let us consider the eqn. (1) in which the control is described by the eqn. (4) i.e.

xn+1 = Axn +Bnx̂n|n +wn (25)

where Bn = ∑M
j=1 B jS j

n.
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The objective of the local filtration at the j− th node is to compute local estimates
using measurements available at that node.

The system (25) can be written in the form

xn+1 = Anxn −Bnx̃n|n +wn (26)

where An = A+Bn and x̃n|n = xn − x̂n|n.
Let a local estimate at the j− th node has the form

x̂ j
n = E(xn |⃗y j

n) (27)

where y⃗ j
n = {y j

0, ...,y
j
n}.

Then the estimate x̂ j
n+1|n+1 is propagated as

x̂ j
n+1|n+1 = x̂ j

n+1|n +K j
n+1(y

j
n+1 −C jx̂ j

n+1|n) (28)

The term x̂ j
n+1|n in (28) becomes

x̂ j
n+1|n = E(xn+1 |⃗y j

n) = Anx̂ j
n|n −BnE(x̃n|n |⃗y j

n) (29)

We find that

E(x̃n|n |⃗y
j
n) = E[(xn − x̂n|n)|⃗y j

n] = E(xn |⃗y j
n)−E(x̂n|n |⃗y j

n) =

= E(xn |⃗y j
n)−E{[E(xn |⃗yn)]|⃗y j

n}= E(xn |⃗y j
n)−E(xn |⃗y j

n) = 0 (30)

Thus the last term in (29) is equal to zero and x̂ j
n+1|n in (28) has the form

x̂ j
n+1|n = Anx̂ j

n|n (31)

The Kalman gain K j
n+1 is

K j
n+1 = P j

n+1|nC jT (C jP j
n+1|nC jT +R j

n+1)
−1 (32)

The covariance matrix P j
n+1|n is defined as

P j
n+1|n = E(x̃ j

n+1|nx̃ jT
n+1|n) (33)

where x̃ j
n+1|n = xn+1 − x̂ j

n+1|n.
From (26) and (31) we have

x̃ j
n+1|n = Anxn −Bnx̃n|n +wn −Anx̂ j

n|n = Anx̃ j
n|n −Bnx̃n|n +wn (34)
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where x̃ j
n|n = xn − x̂ j

n|n.

Hence P j
n+1|n in (32) has the form

P j
n+1|n = E(Anx̃ j

n|n −Bnx̃n|n +wn)(Anx̃ j
n|n −Bnx̃n|n +wn)

T =

= AnP j
n|nAT

n −AnP j∗
n|nBT

n −BnP∗ j
n|nAT

n +BnPn|nBT
n +Wn (35)

where

P j
n|n = E(x̃ j

n|nx̃ jT
n|n), P j∗

n|n = E(x̃ j
n|nx̃T

n|n), P∗ j
n|n = E(x̃n|nx̃ jT

n|n) = (P j∗
n|n)

T (36)

should be determined.
The covariance matrix P j

n+1|n+1 = E(x̃ j
n+1|n+1x̃ jT

n+1|n+1) in (35) can be found by a
classical way and has the form

P j
n+1|n+1 = (1−K j

n+1C j)P j
n+1|n (37)

or in an information form

(P j
n+1|n+1)

−1 = (P j
n+1|n)

−1 +C jT (R j
n+1)

−1C j (38)

Using (32) and (37) gives

K j
n+1 = P j

n+1|n+1C jT (R j
n+1)

−1 (39)

By subtracting both sides of (28) from the identity xn+1 = xn+1 we obtain

x̃ j
n+1|n+1 = (1−K j

n+1C j)x̃ j
n+1|n −K j

n+1r j
n+1 (40)

and similarly to (9)

x̃n+1|n+1 = (1−Kn+1C)x̃n+1|n −Kn+1rn+1 (41)

The covariance matrix P j∗
n+1|n+1 = E(x̃ j

n+1|n+1x̃T
n+1|n+1) in (35) may be expressed in

the form

P j∗
n+1|n+1 = E[(1−K j

n+1C j)x̃ j
n+1|n −K j

n+1r j
n+1][(1−Kn+1C)x̃n+1|n −Kn+1rn+1]

T =

= (1−K j
n+1C j)P j∗

n+1|n(1−Kn+1C)T +K j
n+1R j∗

n+1KT
n+1 (42)

where P j∗
n+1|n = E(x̃ j

n+1|nx̃T
n+1|n) and R j∗

n+1 = [R j1
n+1, . . . ,R

jl
n+1, . . . ,R

jM
n+1].

The matrices R jl
n+1 are defined as R jl

n+1 = E(r j
n+1rlT

n+1) = 0 for j ̸= l and R j j
n+1 =

E(r j
n+1r jT

n+1) = R j
n+1
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Using (13), (37) and (15), (39) in (42) gives

P j∗
n+1|n+1 =

(43)

P j
n+1|n+1(P

j
n+1|n)

−1P j∗
n+1|nP−1

n+1|nPn+1|n+1 +P j
n+1|n+1C jT (R j

n+1)
−1

C j︷ ︸︸ ︷
R j∗

n+1R−1
n+1C Pn+1|n+1

In order to determine P j∗
n+1|n = E(x̃ j

n+1|nx̃T
n+1|n) in (43) we have from (1) and (10)

x̃n+1|n = Ax̃n|n +wn (44)

and from (34)

P j∗
n+1|n = E[Anx̃ j

n|n −Bnx̃n|n +wn][Ax̃n|n +wn]
T =

= AnP j∗
n|nAT −BnPn|nAT +Wn (45)

Equations (28), (31), (32), (35), (37), (43) and (45) form the solution to the local filtration
problem at the jth node.

Inserting (39) to (28) gives

x̂ j
n+1|n+1 − x̂ j

n+1|n = P j
n+1|n+1C jT (R j

n+1)
−1(y j

n+1 −C jx̂ j
n+1|n) (46)

Multiplying the both sides of the eqn. (46) by (P j
n+1|n+1)

−1 we have that

(P j
n+1|n+1)

−1(x̂ j
n+1|n+1 − x̂ j

n+1|n) =C jT (R j
n+1)

−1(y j
n+1 −C jx̂ j

n+1|n) (47)

Thus

C jT (R j
n+1)

−1y j
n+1 =

(48)

(P j
n+1|n+1)

−1x̂ j
n+1|n+1 − [

(P j
n+1|n)

−1(38)︷ ︸︸ ︷
(P j

n+1|n+1)
−1 −C jT (R j

n+1)
−1C j]x̂ j

n+1|n

Then the propagation of the estimate x̂n|n described by (16) can be expressed in the form

x̂n+1|n+1 = [1−Pn+1|n+1

M

∑
j=1

C jT (R j
n+1)

−1C j]x̂n+1|n +

(49)

+Pn+1|n+1

M

∑
j=1

(P j
n+1|n+1)

−1x̂ j
n+1|n+1 −Pn+1|n+1

M

∑
j=1

(P j
n+1|n)

−1x̂ j
n+1|n

According to the eqn. (26) the term x̂n+1|n in (49) becomes

x̂n+1|n = E(xn+1 |⃗yn) = Anx̂n|n −BnE(x̃n|n |⃗yn) = Anx̂n|n (50)
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Let, similarly to [11]

x̂n+1|n+1 =
M

∑
j=1

[Pn+1|n+1(P
j

n+1|n+1)
−1x̂ j

n+1|n+1 +h j
n+1] (51)

where

h j
n+1 = Fn+1h j

n +G j
n+1x̂ j

n+1|n (52)

When we substitute (50) and next (51) into the eqn. (49) , we find

x̂n+1|n+1︷ ︸︸ ︷
M

∑
j=1

[Pn+1|n+1(P
j

n+1|n+1)
−1x̂ j

n+1|n+1 +h j
n+1] = (53)

= [1−Pn+1|n+1

M

∑
j=1

C jT (R j
n+1)

−1C j]An

x̂n|n︷ ︸︸ ︷
M

∑
j=1

[Pn|n(P
j

n|n)
−1x̂ j

n|n +h j
n]+

+Pn+1|n+1

M

∑
j=1

(P j
n+1|n+1)

−1x̂ j
n+1|n+1 −Pn+1|n+1

M

∑
j=1

(P j
n+1|n)

−1x̂ j
n+1|n

Thus

h j
n+1 = Pn+1|n+1

P−1
n+1|n(14)︷ ︸︸ ︷

[(Pn+1|n+1)
−1 −

M

∑
j=1

C jT (R j
n+1)

−1C j]Anh j
n ++Pn+1|n+1{[(Pn+1|n+1)

−1

−
M

∑
j=1

C jT (R j
n+1)

−1C j]AnPn|n(P
j

n|n)
−1A−1

n − (P j
n+1|n)

−1}x̂ j
n+1|n =

Fn+1︷ ︸︸ ︷
Pn+1|n+1(Pn+1|n)

−1An h j
n + (54)

+

G j
n+1︷ ︸︸ ︷

Pn+1|n+1[(Pn+1|n)
−1AnPn|n(P

j
n|n)

−1A−1
n − (P j

n+1|n)
−1] x̂ j

n+1|n

Using (51) and (7) in (4) gives

u jo
n =−(H j +B jT Λn+1B j)−1B jT Λn+1{

M

∑
l=1

[Pn|n(P
l
n|n)

−1x̂l
n|n +hl

n]} (55)
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Let us notice that in order to determine the value of the optimal control u jo
n at the

j− th node the p j dimensional vectors αl j
n defined as

αl j
n = B jT Λn+1[Pn|n(P

l
n|n)

−1x̂l
n|n +hl

n], l = 1, ...,M, l ̸= j (56)

should be transmitted from other nodes to the j− th node .
The control laws (23) and (55) have very similar forms and properties discussed

in [11].
The main difference is that the latter does not depend on controls from other nodes.

Thus contrary to (23) controls need not be transmitted from node to node. However, the
cost for this additional reduced transmission is increased filter computation at each node.

6. Conclusions

In the paper the decentralized filtration in LQG control problem is presented. It is
shown that the state estimates calculated at each node are updated with current measure-
ment obtained only at that node. Additionally, at each node the vector dependent on past
data must be determined. But, the controls need not be transmitted from node to node.

The local state estimation is nonclassical in this sense that it requires some additional
calculations to obtain error covariance matrix P j

n|n. Fortunately, these calculations do not
depend on measurement information and can be done off-line.

The control laws are linear combinations of data calculated at each node. To calculate
controls at the jth node only the transmission of the vectors αl j

n from other nodes is
needed.
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Robust H∞ output feedback control of bidirectional
inductive power transfer systems

AKSHYA SWAIN, DHAFER ALMAKHLES, MICHAEL J. NEATH and ALIREZA NASIRI

Bidirectional Inductive power transfer (IPT) systems behave as high order resonant net-
works and hence are highly sensitive to changes in system parameters. Traditional PID con-
trollers often fail to maintain satisfactory power regulation in the presence of parametric un-
certainties. To overcome these problems, this paper proposes a robust controller which is de-
signed using linear matrix inequality (LMI) techniques. The output sensitivity to parametric
uncertainty is explored and a linear fractional transformation of the nominal model and its un-
certainty is discussed to generate a standard configuration for µ-synthesis and LMI analysis. An
H∞ controller is designed based on the structured singular value and LMI feasibility analysis
with regard to uncertainties in the primary tuning capacitance, the primary and pickup induc-
tors and the mutual inductance. Robust stability and robust performance of the system is studied
through µ-synthesis and LMI feasibility analysis. Simulations and experiments are conducted
to verify the power regulation performance of the proposed controller.

Key words: inductive power transfer, wireless power transfer, robust control, Linear Ma-
trix Inequalities, sensitivity analysis

1. Introduction

Wireless power transfer technology (WPT) is an efficient method of delivering power
between two physically isolated systems either through means of a time-varying mag-
netic field (e.g. Inductive Power Transfer (IPT)) or through the use of electric field cou-
pling ( e.g. Capacitive Power Transfer (CPT)). These technologies allow power transfer
to take place in environments unsuited for conventional means of energy transfer, and
various circuit topologies have been successfully proposed and implemented to cater for
a wide range of applications from low power designs for bio-medical implants to high
power battery charging systems [27, 5, 17, 14, 16]. Their resilience to harsh external
conditions have led to an increase of IPT systems found in areas such as materials han-
dling, renewable energy and heating in recent times [18, 3]. IPT systems for electric
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vehicles (EVs) have been a focal point of interest in recent years, to meet the growing
demand for renewable energy. Bidirectional IPT systems are ideal for vehicle-to-grid
(V2G) and G2V applications as they are more tamper proof and are able to function in
harsh weather conditions [37, 24].

Bidirectional IPT systems suffer significant performance degradation when detuned
and thus parallel and series compensations are typically used to improve the power-
handling capabilities of IPT systems, causing the systems to behave as high-order reso-
nant networks [29, 26, 11]. As a consequence, IPT systems are complex in nature and
are difficult to both design and control when maintained at an operating frequency of
10-100 kHz [36]. Two separate controllers are required to facilitate power flow across
the coils, which are dedicated to controlling the converters of either side of the system.
In contrast to unidirectional systems, bidirectional IPT systems are even higher order
resonant networks and more complex.

In the past, most IPT systems have utilised various types of controllers including
directional tuning, fuzzy, bit-stream and simple PI and PID controllers as a means of
verifying a model or particular control strategy [7, 6, 9, 10, 8, 12, 13, 31, 32]. These con-
trollers give sub-optimal performance if not correctly tuned and are vulnerable to system
disturbances and parametric variations which are prevalent in such systems. Recently the
authors in [23] have applied multi-objective genetic algorithms to tune the PID param-
eters. Such controllers are also associated with tedious tuning processes often involving
trial and error, motivating a model based robust controller design approach to overcome
such problems.

In recent years, H∞ controllers have gained popularity as a solution to the low robust-
ness of PID controllers [35, 21]. Robust controllers for uni-directional systems have been
developed in [19], where the authors have designed a robust controller for frequency un-
certainty. Further, the Linear Matrix Inequality (LMI) framework has been used to design
optimal robust controllers which both satisfies robustness as well as the necessary per-
formance parameters [25, 39, 15]. This paper proposes a model based design approach
of an H∞ robust controller for bi-directional IPT systems which can effectively reduce
the effects of uncertainties of the system parameters. Due to the complexity of optimal
H∞ controllers, the proposed controller, designed using the LMI method, is reduced to a
2nd order polynomial during the experimental stage. The rest of the paper is organised as
follows: Section 2 describes the bidirectional IPT system in detail including the dynamic
model of the system . The controller design and synthesis as well as the modelling of un-
certainties are described in section 3. Simulation and experimental results are presented
in Section 4 with conclusions in Section 5.

2. Bidirectional IPT system

A typical bidirectional IPT system consists of a primary and a secondary side and is
shown in Fig. 1. Both sides contain identical circuitry including a converter, an inductor-
capacitor-inductor (LCL) resonant network with a series capacitor and dedicated con-
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Figure 1: Typical bidirectional IPT system

Figure 2: Equivalent circuit of a bidirectional system

troller which operates independently. The primary side converter generate a sinusoidal
current at a desired frequency f0 in the primary winding Lpt . Both LCL circuits are tuned
to the frequency of the primary track current ipt . A voltage is induced in the secondary
pickup coil Lst as it is magnetically coupled with the primary. The voltage vectors are
controlled by varying the phase angle α which in turn controls the voltage of the sys-
tem. A phase angle difference of ±90 degrees results in maximum power transfer, where
a leading phase angle constitutes power transfer from the secondary to the primary and
likewise a lagging phase angle enables power transfer from the primary to the secondary.
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2.1. Dynamic model

Fig. 2 shows the bidirectional IPT system represented in schematic form. The dy-
namic model of this circuit developed in [34, 30, 33] is described as :

x=
[

x1 x2 x3 x4 x5 x6 x7 x8

]T
=
[

ipi vcpi vpt iT iso vcso vst isi

]T

where:

ipi – current through the primary side inductor Lpi
vcpi – voltage across the primary input capacitor Cpi
vpt – voltage across primary side capacitor CT
iT – current through track inductor LT
iso – current through the pick-up side inductor Lso
vcso – voltage across the pick-up output capacitor Cso
vst – voltage across the pick-up side capacitor Cs
isi – current through the pick-up side inductor Lsi

Let the input vector u be denoted as:

u =
[

u1 u2

]T
=
[

vpi vso

]T

where u1 = vpi is the input voltage applied at the primary side. Note that this voltage is
essentially the output voltage of the primary side converter and u2 = vso= voltage at the
pick-up side. Following the basic principles of circuit theory, the dynamic model can be
expressed by the 8 differential equations as follows:

ẋ1 = −
Rpi

Lpi
x1 −

1
Lpi

x2 −
1

Lpi
x3 +

1
Lpi

u1

ẋ2 =
1

Cpi
x1

ẋ3 =
1

CT
x1 −

1
CT

x4

ẋ4 = γ
[

1
LT

x3 −
RT

LT
x4 −βx7 −βRsix8

]
(1)

ẋ5 = −Rso

Lso
x5 −

1
Lso

x6 +
1

Lso
x7 −

1
Lso

u2

ẋ6 =
1

Cso
x5

ẋ7 = − 1
Cs

x5 +
1

Cs
x8

ẋ8 = γ
[

βx3 −βRT x4 −
1

Lsi
x7 −

Rsi

Lsi
x8

]
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where

β =
M

LsiLT
, γ =

1
1−Mβ

This can be expressed in the standard state space form as :

ẋ = Ax+Bu (2)

where the system matrix A is given by

A =



−Rpi
Lpi

− 1
Lpi

− 1
Lpi

0 0 0 0 0
1

Cpi
0 0 0 0 0 0 0

1
CT

0 0 − 1
CT

0 0 0 0
0 0 γ

LT
− γRT

LT
0 0 −γβ −γβRsi

0 0 0 0 −Rso
Lso

− 1
Lso

1
Lso

0
0 0 0 0 1

Cso
0 0 0

0 0 0 0 − 1
Cs

0 0 1
Cs

0 0 γβ −γβRT 0 0 − γ
Lsi

− γRsi
Lsi


and the input matrix B is given by

B =

[
1

Lpi
0 0 0 0 0 0 0

0 0 0 0 − 1
Lso

0 0 0

]T

(3)

Considering the track current iT = x4 and pick-up current iso = x5 as outputs, the
output equation can be written as:

y =Cx (4)

where

y =
[

y1 y2

]T
=
[

iT iso

]T
, C =

[
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0

]
(5)

The relative gain array (RGA) analysis performed in [30] suggests strong interaction
between output y1 and input u1 as well as between output y2 and input u2. From this it
can be seen that the system can be controlled using a decentralized approach. It should
also be noted that this is the ideal control configuration as it will allow the primary and
secondary sides to be controlled independently without the need for communication.
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Figure 3: Waveforms for H-Bridge switching

3. Bidirectional IPT pickup-side controller

Robustness is a crucially important component of control theory, as real engineer-
ing systems are vulnerable to external disturbances, measurement noise and modeling
uncertainties. In terms of IPT systems, uncertainties and disturbances may cause fre-
quency drifts, loss of efficiency or instability. One typical source of uncertainty is the
discrepancy between the mathematical model and the physical system.

As inferred from the relative gain array analysis, decentralized control is an accept-
able method for obtaining the desired response. Therefore, the proposed controller en-
sures the control of the secondary side only, whilst the primary side controller is operated
at a fixed phase angle using an open-loop controller. The pickup controller regulates the
output power Psi by varying the voltage vsi applied to the secondary side’s resonant net-
work as [23]:

Psi =
M
Lst

∥vpi∥
ωLpt

∥vsi∥sin(θ) (6)

Voltage vsi can be controlled by varying the secondary side phase angel αs. The voltage
produced by the pick up converter can be expressed in terms of αs as :

vsi =Vsin
4√
2π

sin(αs) (7)

where Vsin is the dc voltage of the active load supplied by the pickup-side converter.
Fig. 3 shows how the interaction between the angle α and the input switching signals.
It can be seen from this that variations in αchange the output voltage Vpi by varying its
duty cycle.

3.1. Singular value sensitivity

The concept of sensitivity is very useful in the analysis and controller design for
feedback systems [22, 1, 2]. An important issue in designing a controller for an IPT
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system is the sensitivity of outputs to parameter variations. It is therefore appropriate
to conduct a sensitivity analysis of the system to quantify the effect of variations of
system parameters on the overall system model and provide better insight on controller
behaviour when exposed to disturbances.

Singular value sensitivity is an effective method for quantifying the effect the para-
metric uncertainties on the system model. Suppose the transfer function matrix (TFM)
of the nominal system is G0( jω). Let the TFM of the real system be G′( jω). Then,

∆G( jω) = G
′
( jω)−G0( jω) (8)

G0( jω) differs from G
′
( jω), by a variation in parameter p by an amount ∆p. The sensi-

tivity of a particular value σ from its nominal value σ0 due to variations of a paramenter
p is defined as:

Sσ
p
( jω) =

∆σ
σ0

· p
∆p

(9)

For a perturbed system, the limits of the output are bounded by σ̄(G′
( jω)) and

σ(G′
( jω)). Similarly the maximum and minimum deviations of the output are bounded

by σ̄(∆G( jω)) and σ(∆G( jω)). Table 1 shows the singular value sensitivities for a range
of variations in system parameters, where the percentage change in maximum value
∆σ(%) is defined by

∆σ(%) =
σ̄(G′

( jω))− σ̄(G0( jω))
σ̄(G0( jω))

×100 (10)

The magnitude of the sensitivity of the maximum singular values is defined as:∥∥∥Sσ
p
( jω)

∥∥∥(%) =

∥∥∥∥ σ̄(G’( jω))− σ̄(G0( jω))
σ̄(G0( jω))

∥∥∥∥ · e∥∥∥∥ p
∆p

∥∥∥∥ (11)

Table- 1 shows parameters computed by varying the primary tuning capacitance CT , pri-
mary track inductance LT and secondary inductance Lsi at 20kHz. It can be concluded
that bidirectional IPT systems are very sensitive to changes in the tuning capacitance,
which can be attributed to the fact that CT is used as the tuning capacitance for both
inductors of the LCL circuit. The sensitivity of the system to variations in the pickup
inductance is lower for the same reason as well as due to changes in the magnetic cou-
pling. This further validates the need for a robust controller that adequately deals with
parametric uncertainties.

3.2. Modelling of uncertain systems

In many robust design problems, the uncertainties include unstructred uncertainties
such as unmodelled dynamics and parameter variations. Many dynamic perturbations
that occur in different parts of a system can be lumped into one single perturbation block
∆. Through the use of linear fractional transformations (LFTs), the uncertain parts can
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Table 1: Sensitivity of singular value for variations in LT , Lsi and CT for bidirectional
IPT system

% change in parameter △σ(%) Sσ
p(%)

LT

−20
−10
10
20

5.99
2.92
−2.47
−5.37

14.98
14.6

13.85
13.42

Lsi

−20
−10
10
20

2.69
0.95
−0.54
−0.76

6.725
4.75
2.7

1.94

CT

−20
−10
10
20

−12.7
−6.83
8.022
17.6

63.37
68.29
80.22
87.83

be taken out of the dynamics and the whole system can be arranged in the standard linear
fractional transformation Fu(M,∆) [4].

In a realistic system, the three physical parameters CT ,LT and Lsi are not exactly
known. However, it can be assumed that these values are within certain known intervals,
represented as:

CT =CT0(1+ pcδc)

LT =CT0(1+ ptδt)

Lsi = Lsi0(1+ psδs)

(12)

where CT0 , LT0 , and Lsi0 are the nominal values for CT ,LT and Lsi respectively. pc,pt ,ps
and δc,δt ,δs represent the relative perturbations on these parameters. In the present study,
it is assumed that CT0 = 2.49µF , LT0 = 22.84µH,Lsi0 = 23.49µH, pc = 0.2,pt = 0.4 and
ps = 0.4 and −1 ¬ δcδtδs ¬ 1. This represents ±40% uncertainty in the primary and
pickup inductors LT and Lsi and ±20% uncertainty in the primary tuning capacitance
CT . Variations in LT and Lsi also vary the mutual inductance M according to

M = k
√

LT Lsi (13)

and can be modelled by an LFT formulation in terms of β, as can variations in parameters
1

CT
, 1

LT
and 1

Lsi
in terms of p , δ and their nominal values. Many dynamic perturbations

that occur in different parts of a system can be lumped into one single perturbation block
∆. Through the use of linear fractional transformations (LFTs), the uncertain parts can
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be taken out of the dynamics and the whole system can be arranged in the standard linear
fractional transformation [4, 28] as shown in Fig 4, where the block ∆ denotes the model
uncertainty and Gmod denotes the nominal model which is dependent on the existing
state space model as well as on CT0 , LT0 , Lsi0 and β0 .

Figure 4: Uncertain model of the Bi-directional IPT system

The dynamic behavior of the nominal system can be described as:

ẋ = Ax(t)+B1up(t)+B2u(t)
yp(t) =C1x(t)+D11(t)+D12u(t)
y(t) =C2x(t)+D12up(t)+D22u(t)

(14)

where x ∈ Rn is the state variable vector, u ∈ Rm is the system input, y ∈ Rr is the
measurement output and up ∈ Cp and yp ∈ Cp are uncertainty signals described by

up = [ uc1 uc2 uL1 uL2 us1 us2 ub1 ub2 ub3 ub4 ]T

=



δc1yc1

δc2yc2

δL1yL1

δc2yc2L2

δs1ys1

δs2ys2

δb1yb1

δb2yb2

δb3yb3

δb4yb4



(15)
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yp = [ yc1 yc2 yL1 yL2 ys1 ys2 yb1 yb2 yb3 yb4 ]T

=



−pcuc1 +
1

CT0
x1

−pcuc2 +
1

CT0
x4

−pLuL1 +
γ

LT0
x3

−pLuL2 +RT
γ

LT0
x4

−psus1 +RT
γ

Lsi0
x7

−psus2 +Rsi
γ

Lsi0
x8

γβ0x7

γβ0RT x4

γβ0x3

γβ0Rsix8



(16)

The matrices A,B2 = B and C2 =C are the system, input and output matrices respec-
tively and B1,C1 and D are given by

B1 =



0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

−pc pc 0 0 0 0 0 0 0 0
0 0 −pl pl 0 0 −pb 0 0 pb

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 ps ps 0 −pb −pb 0


(17)

C1 =



1
CT0

0 0 0 0 0 0 0

0 0 0 1
CT0

0 0 0 0

0 0 γ
LT0

0 0 0 0 0

0 0 0 γ RT
LT0

0 0 0 0

0 0 0 0 0 0 γ
Lsi0

0

0 0 0 γβ0RT 0 0 0 0
0 0 γβ0 0 0 0 0 0
0 0 0 0 0 0 0 γβ0Rsi


(18)

D11 =



−pc 0 0 0 0 0
0 −pc 0 0 0 0
0 0 −pl 0 0 0
0 0 0 −pl 0 0
0 0 0 0 −ps 0
0 0 0 0 0 −ps


(19)

D12 = DT
21 = 0(10×2), D22 = 0(2×2) (20)
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The block diagram of the closed loop system is shown in Fig-5 where d is the dis-
turbance on the system output with finite energy. W1 is a weighting function which is
selected to tailor the tracking requirement and similarly W2 is used to ensure good noise
rejection. The weighting functions are generally used because it is often undesirable

Figure 5: Block diagram of closed-loop system structure

and unfeasible to minimize the sensitivity over all frequencies. The weighting functions
are chosen by the designer to tailor the tracking requirement and are usually high gain
low pass filters. By applying the weights, instead of minimizing the sensitivity func-
tion alone, the weight W1 is applied and ∥ W1S ∥∞ is minimized. Similarly for good
noise rejection, a control weighting function W2 is used such that ∥ W2KS ∥∞ is mini-
mized [28, 4].

To obtain a good control design, it is necessary to select suitable weighting functions.
The performance and control weighting functions that have been used in this work are
given in the form [28]

W1 =
β(αs2 +2ζωc

√
αs+ω2)

(βs2 +2ζ2ωc
√

βs+ω2)
(21)

W2 =
s2 +2 wbc√

Mu
+

ω2
bc

Mu

εs2 +2
√

εωbcs+ω2
bc

(22)

where β is the d.c gain of the function which controls the disturbance rejection,α is
the high frequency gain which controls the response peak overshoot, ζ1 and ζ2 are the
damping ratios of the cross over frequency, ωbc is the controller bandwidth, Mu is the
peak magnitude of the sensitivity function and ε is a parameter chosen to be a small
value which lies usually in the range 0.01 to 0.1.

3.3. Robust control design using Linear Matrix Inequalities

The formulation of the H∞ synthesis problem can achieve a set of desired controllers
by resolving a convex optimization problems with a set of linear matrix inequality (LMI)
constraints in the form [38, 20].

F(x), F0 +
m

∑
i=1

xiFi < 0 (23)
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Affine parameter dependent models are well suited for Lyapunov based analysis and
synthesis, and can be used to analyse the stability and the performance of the uncer-
tain systems. The objective of the output feedback controller is to satisfy the following
properties:

1. It should be a stabilizing controller K, such that the system is always stable for
any perturbations under the condition ∥ ∆ ∥∞¬ 1

2. The H∞ norm of the transfer function Tdz(s) from the variable d to z should be less
than 1, namely ∣∣∣∣∣

∣∣∣∣∣ Tdep(s)
Tdeu

(s)

∣∣∣∣∣
∣∣∣∣∣
∞

< 1 (24)

The H∞ performance can be optimized by solving the following LMI problem:

[
N21 0
0 I

]T
 AT X +XA XB1 CT

1

BT
1 X −γI DT

11

C1 D11 −γI

[ N21 0
0 I

]
< 0

[
N12 0
0 I

]T
 AY +XAT YCT

1 B1

C1X −γI D11

BT
1 DT

11 −γI

[ N12 0
0 I

]
< 0

[
X I
I Y

]T

 0

(25)

where N12 and N21 denote bases of null spaces of
(
BT

2 ,D
T
12
)

and (C2,D21) respectively.
These terms are used to evaluate the parts that cannot be reflected by the measured output
and cannot be affected by the control input. By solving the above LMI problem, the two
positive definite matrices X and Y are found such that

X −Y−1 = X2XT
2 (26)

Then, by applying the singular value decomposition to (26), we get the matrix X2 ∈
Rn×nk , where nk can be the rank of X −Y−1. Further a matrix Xc is constructed using X
and X2 as:

Xc =

[
X XT

2

X2 I

]
(27)

To solve a H∞ synthesis controller, a matrix K composed by all unknown coefficient
matrices is defined as:

K =

[
Ak Bk

Ck Dk

]
(28)
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Lastly, a LMI, which is only dependant on the matrix K, will be be solved and this is
given by

HXC +PT
XC

KQ+QT KT PXC < 0 (29)

For inequality (29), the matrices HXC ,PXC and Q are all known and certain, having
the forms of

HXC =

 AT
0 Xc +XcA0 XcB0 CT

0

BT
0 Xc −I DT

11

C0 D11 −I

 (30)

PXC =
[

BT Xc 0 DT
]

(31)

Q =
[

C D21 0
]

(32)

where Ao, Bo, Co, B, C, D12 and D21 are respectively equal to

Ao =

[
A 0
0 0

]T

, Bo =

[
B1

0

]
, Co =

[
C1 0

]
, B =

[
0 B2

I 0

]

C =

[
0 I

C2 0

]
, D12 =

[
0 D12

]
, D21 =

[
0

D21

]
The H∞ synthesis problem can be transformed into a feasibility problem of a linear ma-
trix inequality system only dependent on the control parameters to be solved. Thus it is
easy to achieve an H infinity output feedback controller based on the LMI method.

4. Results

To demonstrate the effectiveness of the robust controller, a 1kW bidirectional IPT
prototype shown in Fig. 9 was built as a benchmark. The various parameters of the
prototype are shown in Table 2. Before performing the experiments, initial simulations
were carried out where the step response of the system, controlled both with PID and
H∞ controllers, were compared. The simulations were then performed again with altered
system parameters and finally conducted on the prototype. The phase shift θ is held
constant at 90◦ and phase angle α is varied on the pick up side controller to regulate
power flow between the primary and secondary coils.

4.1. Simulations

The response time of the H∞ controller is investigated using PLECS, a MATLAB
simulation-based software package. At time t = 0, a step change in reference voltage
of ±1.0kW is applied to the system corresponding to power flowing to and from the
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Table 2: Parameters of Bidirectional IPT prototype converter

Parameter Value

VDC,1 =VDC,2 150V

Lpi = Lso 46.5µH

LT 22.84µH

Lsi 23.49µH

CT =Cs 2.47µF

Cpi =Cso 2.53µF

M 5µH

f0 20kHz

Figure 6: Power regulation performance of robust controller in forward and reversed
direction

primary and secondary. Variations in CT ,LT and Lsi of 40% were introduced into the
system. Fig. 6 shows the step response of the nominal system in forward and reverse
direction.

The gain of the H∞ controller designed using the methods described before can be
represented as:

K(s) =
U(s)
E(s)

=
∑13

i=0 bisi

∑13
j=0 aisi

(33)
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where a0 = 0,a1 = 5 × 105,a2 = 1.4 × 105,a3 = 1.1 × 1049,a4 = 8.4 × 1044,a5 =
3.0 × 1040, a6 = 4.0 × 1035,a7 = 1.2 × 1031,a8 = 5.7 × 108,a9 = 1.7 × 1021,a10 =
2.6 × 1010,a11 = 7.4 × 1011,a12 = 3.6 × 104, b0 = 3.2 × 1054,b1 = 9.2 × 1051,b2 =
6.3 × 1048,b3 = 1.2 × 1045,b4 = 8.5 × 1040,b5 = 2.4 × 1036, b6 = 4.0 × 1031,b7 =
9.32× 1026,b8 = 5.6× 1021,b9 = 1.2× 1017,b10 = 2.5× 1010,b11 = 5.4× 106,b12 =
3.6×104,b13 = 7.2×10−5.

Figure 7: Comparison of power regulation for PID (blue) and robust (red) control sys-
tems with 40% variation in primary tuning capacitance CT

Figure 8: Comparison of power regulation for PID (blue) and robust (red) control sys-
tems with 40% variation in primary and pickup tuning inductances LT and Lsi

As shown in Figs 7 and 8, the PID controller shows significant decrease in perfor-
mance in the presence of parametric disturbances. Both cases show increased overshoot
and oscillations when a variation of 40% is introduced to the tuning capacitor and induc-
tors, while the robust controller experiences no significant variations. Results for reverse
direction are similar in nature and therefore not shown.
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4.2. Experimental

To verify the results obtained from the MATLAB simulations, experiments were con-
ducted on the prototype bidirectional IPT system, using a Texas Instruments TMS28335
microcontroller. The prototype is capable of transferring approximately 1kW of power
over a 48mm air gap with 85% efficiency. The gain of the controller given in (33) in the
discrete domain , when sampled at a rate of 40 kHz is given by

K(z) =
U(z)
E(z)

=
∑13

i=0 bizi

∑13
j=0 aizi

(34)

where a0 = −0.4,a1 = 1.7,a2 = −3.2,a3 = 5.3,a4 = −8.0,a5 = 9.6,a6 = −10.8,a7 =
11.7,a8 = −10.2,a9 = 8.9,a10 = −7.0,a11 = 4.0,a12 = −2.4,a13 = 1,b0 = −1.9 ×
10−5,b1 = 9.2×10−5,b2 = −1.9×10−4,b3 = 3×10−4,b4 = −4.8×10−4,b5 = 5.8×
10−4,b6 = −6.5 × 10−4,b7 = 7.3 × 10−4,b8 = −6.4 × 10−4,b9 = 5.5 × 10−4,b10 =
−4.5×10−10,b11 = 2.6×10−4,b12 =−1.6×10−4,b13 = 7.2×10−5

Fig. 10 shows the step response of 1kW in the forward direction. Due to the speci-
fications of the prototype, the maximum possible variation that can be safely applied to
the system is 25%. Figs 11 and 12 show the response of the system under 25% param-
eter variation in tuning capacitance CT and tuning inductor LT and Lsi respectively. It is
evident from these results that there is no significant variations from the nominal system
as shown by the simulation results in Section 4.1 and thus validating the performance
capabilities of the robust controller.

In order to improve the settling time of the controller, a second experiment was per-
formed using a reduced second order controller, based on the Hankel singular value (SV)
based reduction algorithm. Hankel SV’s can be used to determine the dominant energy
states of a stable system, which are preserved while states of lower energy are removed.
Fig. 13 shows the results of the second order reduced order controller in comparison with
the H∞robust controller for the nominal system. It can be seen that reducing the order of
the controller results in some improvement in the settling time of the controller.

5. Conclusions

Due to their high order and nonlinear nature, the performance of bidirectional IPT
systems degrade significantly with changes in systems parameters when controlled with
conventional PID controllers. Therefore, a robust H∞ controller has been designed to re-
duce the effects of parametric uncertainties on power regulation as well as to eliminate
tedious tuning procedures associated with PID controllers. Several objective functions
including settling time, rise time and peak overshoot, were minimized using LMI tech-
niques to obtain the optimal H∞ controller whist maintaining robust stability and track-
ing. Simulations using MATLAB as well as experimental tests were conducted to verify
the response of the robust controller.
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Figure 9: Prototype Bidirectional IPT system used for verification

Figure 10: Experimental results of robust controller for nominal system
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Figure 11: Experimental result of robust controller for system with 25% CT variation

Figure 12: Experimental result of robust controller for system with 25% LT and Lsi
variation



ROBUST H∞ OUTPUT FEEDBACK CONTROL OF BIDIRECTIONAL
INDUCTIVE POWER TRANSFER SYSTEMS 59

Figure 13: Experimental result of robust controller (blue) and reduced order (2nd order)
robust controller (red) for nominal system
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An adaptive control scheme for hyperbolic partial
differential equation system (drilling system) with

unknown coefficient

HAMED SHIRINABADI FARAHANI, HEIDAR ALI TALEBI and MOHAMMAD BAGHERMENHAJ

The adaptive boundary stabilization is investigated for a class of systems described by
second-order hyperbolic PDEs with unknown coefficient. The proposed control scheme only
utilizes measurement on top boundary and assume anti-damping dynamics on the opposite
boundary which is the main feature of our work. To cope with the lack of full state measure-
ments, we introduce Riemann variables which allow us reformulate the second-order in time
hyperbolic PDE as a system with linear input-delay dynamics. Then, the infinite-dimensional
time-delay tools are employed to design the controller. Simulation results which applied on
mathematical model of drilling system are given to demonstrate the effectiveness of the pro-
posed control approach.

Key words: drilling systems, adaptive control, hyperbolic partial differential equation,
wave equation, boundary control

1. Introduction

We investigate boundary stabilization for a class of linear second-order hyperbolic
PDE system with uncertainty coefficient on a finite space domain. The general issue
addressed in this paper is how to deal with the wave in a one-dimensional form, as con-
sidered e.g. when modeling the dynamics of an elastic slope vibrating around its rest
position. Particularly, we consider the wave equation describing the dynamics of the
deformation denoted by z(x, t).The research activities in boundary control field were de-
voted to parabolic PDEs in the early 2000s [1]. In recent years, however, more attention
has been given to the hyperbolic PDEs and in particular to the stabilization of such dy-
namics [2-5].Many physical systems can be described by first-order hyperbolic PDEs,
such as traffic flow, heat exchangers [20].Subsequently, in [6] systems with unknown in-
put delay, i.e., an important class of infinite dimensional systems with first-order hyper-
bolic PDE dynamics is tackled. In [18-19] sufficient condition for exponential stability
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for various class of nonlinear first-order hyperbolic PDE system is given. In [21], back-
stepping approaches have been used for first-order hyperbolic PDEs to achieve stability.

To the best of our knowledge, adaptive output-feedback boundary control problem
has not yet been developed for the second-order hyperbolic PDEs especially when the
dynamics are unstable, namely the wave equation. Wave and beam equations have been
addressed in [7- 9], however, the dynamics are assumed to be stable.In [10], adaptive
boundary control of unstable wave equation is studied by measuring all state z(x, t)x ∈
[0,1] which is not feasible in real application. Recently in [17], an adaptive control law
for wave equation is designed by measuring down and top boundary, simultaneously.

This paper is devoted to the boundary stabilization of uncertain hyperbolic PDE
system. Here, we introduce the main ideas for back-stepping control of hyperbolic PDEs,
the most basic of which is the wave equation . The main distinguished feature of a wave
equation is that it is second order in time.

We consider mathematical model of drilling system [11], as a case study, which de-
scribed (in linear form) by the second-order in time hyperbolic PDE subject to boundary
conditions with unmatched parametric uncertainty.

We use the modified Riemann variables to reformulate the plant model as a linear
input-delay model cascaded with a transport equation opposite of the input propagation
direction. This structure allows us to reconstruct the delayed bottom velocity from top-
boundary measurement. The Lyapunov methodology is then used for stability analysis.
Both control and parameter estimation approaches utilize top-boundary measurement
only, which is the main feature of our work. Toward this objective, first an invertible
infinite-dimensional back-stepping transformation is introduced to transform the orig-
inal system into a target system, from which it is much easier to design the desired
controller and implement the performance analysis.Then, for the target system, a dy-
namic compensation for the unknown parameter is given by an adaptive technique and
projection operator. Subsequently, based on this technique and the certainty equivalence
principle, an adaptive controller is constructed to stabilize the target system in a certain
sense. Finally, by the invertibility of the infinite-dimensional back-stepping transforma-
tion, the controller designed for the target system can stabilize the original system in the
foregoing sense.

The rest of the paper is organized as follows. In Sec. 2, we introduce the mathemati-
cal modeling of drilling system and then present adaptive controller in Sec. 3 followed
by the statement of the main stability theorem and its proof. We finally end our paper
with a numerical simulations to illustrate the effectiveness of our proposed approach
in Sec. 4. Concluding remarks and possible further research lines are presented in Sec. 5.

Notation: || ||L2 denotes the norm in L2(0,1) space, defined by ||u||2L2(0,1) =
∫ 1

0 |u|2dx

for all functions u ∈ L2(0,1). Similarly, H2(0,1) is the set of functions u ∈ H2(0,1) such
that

∫ 1
0 |u|2 + |ux|2 + |u2

xxdx is finite. (ux stands for the partial derivative of the function u
with respect to x). Also, for (a,b)∈ R2 such that a < b, we define the standard projection
operator on the interval [a,b] as a function of two scalar arguments f (denoting the
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parameter being updated) and g (denoting the nominal update law) as

Pro j[a,b]( f ,g) = g


0 if f = a and g < 0
0 if f = b and g > 0
1 otherwise.

2. Mathematical modeling

To evaluate the performance of the proposed adaptive control approach, we consider
a drilling system model [11], shown in Fig. 1. The main process of oil well drilling,
which is depicted in Fig.1, includes in creation of a narrow deep hole in the ground until
the oil reservoir is reached [11]. This system consists of a bit, tool for cutting rock, drill
pipes, drill collars and rotatory table which provides torque on drill pipe for penetrating
into ground.

Figure 1: Drilling system

A distributed parameter model of drilling system is described by the second-order
hyperbolic PDEs as follow [11]:

GJ
∂2θ(ξ, t)

∂ξ2 − I
∂2θ(ξ, t)

∂t2 −β
∂θ(ξ, t)

∂t
= 0, ξ ∈ [0,L], t  0 (1)
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with boundary conditions

IB
∂2θ
∂t2 (0, t) = GJ

∂θ
∂ξ

(0, t)+T
(

∂θ
∂t

(0, t)
)

(2)

GJ
∂θ
∂ξ

(L, t) = Ω(t) (3)

where θ(ξ, t) : [0,L]×R+ → R (angle of rotation) and ∂θ
∂t (ξ, t) (angular velocity) are

the system states with
(

θ(·,0), ∂θ
∂t (·,0)

)
∈ H1([0,L])×L2([0,L]), ∂θ

∂t and ∂θ
∂ξ denote the

partial derivatives of θ(ξ, t) with respect to t and ξ, respectively, T
(

∂θ
∂t (0, t)

)
is the

torque which is a nonlinear function of the bit speed which is uncertain, and Ω(t) :
R+ → R is the control law coming from the rotor, I is the inertia, G is the shear modulus
and J is the geometrical moment of inertia.

In the sequel, the damping coefficient β is assumed to be zero and without loss

of generality, L is assumed to be equal one. By choosing q = dT
d ∂θ

∂t

((
∂θ
∂t

)re f
)

(called

anti-damping coefficient) where
(

∂θ
∂t

)re f
is a given angular velocity to be achieved, the

distributed mathematical model reduces to the unidimensional wave equation

∂2θ(ξ, t)
∂ξ2 = ρ2 ∂2θ(ξ, t)

∂t2 ; ξ ∈ [0,1], t  0;ρ =

√
I

GJ
(4)

∂2θ
∂t2 = c

∂θ
∂ξ

(0, t)+ cq
∂θ
∂t

(0, t); c =
GJ
IB

(5)

∂θ
∂ξ

(1, t) = gΩ(t) =U(t); g =
1

GJ
. (6)

Our objective is to design a feedback law U(t) to ensure dissipativity of the system,
despite uncertainty in anti-damping coefficient q > 0, which does not employ the en-
tire distributed state, but only the top boundary value measurement. We only measure
angular velocity of the top boundary i.e. signal θ

t (1, ·), for all time. This assumption
arises in a new formulation in which we need only the velocity at the boundary for all
time. The main challenge here is instability of dynamics (5) with unmatched parametric
uncertainty, since q acts on the lower boundary while the controller is applied on the
opposite boundary. To deal with parameter uncertainties, as common in adaptive control
approach, we assume that there exist a fixed and known constants Qmin, Qmax such that
Qmin < q < Qmax, ∀x ∈ [0,1].

First, without loss of generality we assume ρ2 = 1 and reformulate the plant (4)-(6)
by introducing Riemann variables u(ξ, t) = ∂θ(ξ,t)

∂t − ∂θ(ξ,t)
∂ξ and v(ξ, t) = ∂θ(ξ,t)

∂t + ∂θ(ξ,t)
∂ξ

as follows:
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∂u(ξ, t)
∂t

=−∂u(ξ, t)
∂ξ

(7)

∂v(ξ, t)
∂t

=
∂v(ξ, t)

∂ξ
(8)

v(1, t) =
∂θ
∂t

(1, t)+U(t) =W (t) (9)

∂2θ
∂t2 (0, t)− c(1−q)

∂θ
∂t

(0, t) = cv(0, t) (10)

u(0, t) = 2
∂θ
∂t

(0, t)− v(0, t). (11)

ODE equation (10) can be represented in standard state space form as:

Ẋ(t) =

[
ẋ1(t)
ẋ2(t)

]
=

[
0 1
0 c(q−1)

][
x1(t)
x2(t)

]
+

[
0
c

]
v(0, t) (12)

where x1(t) = θ(0, t) and x2(t) = ∂θ
∂t (0, t) are the states of linear ODE system (10). It is

obvious that this system is unstable for q > 1.The control objective is to design v(1, t)
and in turns U(t) (from (9)) to achieve asymptotic stability of (10).

3. The proposed adaptive control design

In this section, similar to [10] we present an infinite dimensional back-stepping trans-
formation, using which system (5) is transformed into a target system. Then, based on
this transformation, our proposed adaptive controller is designed, which can stabilize
the original system in the desired sense. If q is known, the back-stepping transformation
(x2(t),u,v)→ (x2(t),u,ω) is given as follows:

ω(ξ, t) = v(ξ, t)− (1− c−q)

 ξ∫
0

k(ξ,y)v(y, t)dy+λ(ξ)
∂θ
∂t

(0, t)

 (13)

where kernel k(ξ,y) and λ(ξ) are to be designed later.
Now, by taking the derivative of ω, we obtain:

∂ω(ξ, t)
∂ξ

= (14)

∂v(ξ, t)
∂ξ

− (1− c−q)

k(ξ,ξ)v(ξ, t)dy+

ξ∫
0

∂k(ξ,y)
∂ξ

v(y, t)dy+λ′(ξ)
∂θ
∂t

(0, t)
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∂ω(ξ, t)
∂t

= (15)

∂v(ξ, t)
∂t

− (1− c−q)
[

k(ξ,y)
∂
∂t

v(y, t)dy+λ(ξ)
∂2θ
∂t2 (0, t)

]
.

Then, using integration by part, and using (10), we can get

∂ω(ξ, t)
∂t

=
∂v(ξ, t)

∂t
− (1− c−q)

[
k(ξ,ξ)v(ξ, t)− k(ξ,0)v(0, t)−

(16)

−
ξ∫

0

∂k(ξ,y)
∂y

v(y, t)dy+λ(ξ)
(

c(q−1)
∂θ
∂t

(0, t)+ cv(0, t)
) .

In case where q is known, the target system is given by [10]:

∂ω(ξ, t)
∂t

=
∂ω(ξ, t)

∂ξ
(17)

ω(1, t) = 0. (18)

Then, by substituting (14) and (16) into (17) and using (18), we can get

∂k(ξ,y)
∂y

+
∂k(ξ,y)

∂ξ
= 0 (19)

λ′(ξ)− c(q−1)λ(ξ) = 0 (20)

k(ξ,0) = c. (21)

The solution of the PDE (19) and ODE (20) can then be given as:

k(ξ,y) = cec(q−1)(ξ−y) (22)

λ(ξ) = ec(q−1)ξ. (23)

In [10], the ODE system with input delay was modeled as a first order hyperbolic
PDE and the back-stepping transformation used to design the controller, however, the
adaptive case has not been addressed.

In case where the damping factor q is unknown, the back-stepping transformation
(13) can be changed to:

ω(ξ, t) = v(ξ, t)− (1− c− q̂)

 ξ∫
0

k̂(ξ,y, t)v(y, t)dy+ λ̂(ξ, t)x2(t)

 (24)

where q̂ is the estimate of unknown q.
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Taking the time derivative of the transformation (24) and using the dynamics (8)-(12)
we obtain

∂ω(ξ, t)
∂t

=
∂v(ξ, t)

∂t
−

ξ∫
0

∂k(ξ,y, t)
∂t

v(y, t)dy−
ξ∫

0

k(ξ,y, t)
∂v(y, t)

∂t
dy−λ(ξ)ẋ2(t) =

∂v(ξ, t)
∂ξ

−
ξ∫

0

∂k(ξ,y, t)
∂t

v(y, t)dy−
ξ∫

0

k(ξ,y, t)
∂v(ξ, t)

∂ξ
dy−λ(ξ)(c(q−1)x2(t)+ cv(0, t)) .

Then, using integration by parts and taking the derivative of (24) with respect to x and
noting that

∂k(ξ,y, t)
∂t

+
∂k(ξ,y, t)

∂y
= 0,

the original system (7)-(12) can be transformed into following target system:

ẋ2(t) =−cc0x2(t)+ cω(0, t)+ cq̃(t)x2(t) (25)

∂ω(ξ, t)
∂t

=
∂ω(ξ, t)

∂ξ
− cq̃(t)x2(t)λ(ξ)+ ˙̂q(t) f (ξ, t) (26)

ω(1, t) = 0 (27)

∂u(ξ, t)
∂t

=−∂u(ξ, t)
∂ξ

(28)

Where q̃(t) = q− q̂(t) and q̂(t) is the estimate of unknown parameter q, and f (ξ, t) is
defined as:

f (ξ, t) =
(

1
1− c0 − q̂(t)

− cξ
)

λ(ξ)x2(t)− c

ξ∫
0

k(ξ,y, t)(ξ− y)v(y, t)dy+

+

(
1

1− c0 − q̂(t)

) ξ∫
0

k(ξ,y, t)v(y, t)dy.

Now, by plugging the transformation (24) into (27) and using (8-10), after a lengthy but
straightforward computation we obtain

k̂(ξ,y, t) = cec(q̂(t)−1)(ξ−y) (29)

λ̂(ξ) = ec(q̂(t)−1)ξ. (30)

Given the back-stepping transformation (24), the following theorem states the main
contribution of the paper which summarizes the proposed control law, adaptation rule
and stability proof.
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Theorem 7 (Stability of the target system (17) and (18)). Consider the target system
(25)-(28). Then, by using control law (38), and adaptation law (36), the zero equilibrium
of target system is exponentially stable in the sense of the following system norm:

Y (t) =

(∣∣∣∣∣∣∣∣∂ω(·, t)
∂t

∣∣∣∣∣∣∣∣
L2(0,1)

∣∣∣∣∣∣∣∣∂ω(·, t)
∂ξ

∣∣∣∣∣∣∣∣
L2(0,1)

+ |x2(t)|2
) 1

2

. (31)

Proof Consider the following candidate Lyapunov function

V (t) = E(t)+
q̃(t)2

γ
(32)

where

E(t) = log

1+(x2(t))
2 +

1∫
0

eξω(ξ, t)2dξ+
1∫

0

e1−ξu(ξ, t)2dξ

 . (33)

In the sequel, we will omit the arguments when the notation is obvious. The time deriva-
tive of V (t) is given by:

V̇ (t) =
1

1+ψ(t)

2x2
∂x2

∂t
+

1∫
0

2eξω
∂ω
∂t

dξ+
1∫

0

2e1−ξu
∂u
∂t

dξ

− 2
γq

˙̂q(t)q̃(t) (34)

where

ψ(t) = (x2(t))
2 +

1∫
0

eξω(ξ, t)2dξ+
1∫

0

e1−ξu(ξ, t)2dξ. (35)

Using Young and Cauchy-Schwartz inequalities yields in:

∃ M̃ > 0 s.t.

∣∣∣∣∣∣2˙̃q(t)
1∫

0

eξω(ξ, t) f (ξ, t)dξ

∣∣∣∣∣∣¬ γqM̃
(

x2(t)2 + ||ω(t)||2
)
. (36)

Then by choosing the following adaptation law

˙̂q(t) =
aγq

1+ψ(t)
Pro j[Qmin,Qmax]{g(t, q̂(t)), q̂(t)} (37)

where

g(t, q̂(t)) = x2(t)
(

x2(t)+(q̂(t)+ c0 −1) ∈( t −1)t f (τ)e(τ−t+1)(c(q̂(t)−1)+1)dτ
)

and by using property of projection operator together with (26)-(29), equality (34) can
be expressed as:

V̇ (t)¬− f rackψ(t)
(
x2(t)2 + ||ω(ξ, t)||2 + ||u(ξ, t)||2

)
; k > 0. (38)
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Finally, plugging (24) into (28) imposes the following control law:

v(1, t) =W (t) = (1− c− q̂(t))

 1∫
0

k̂(1,y, t)v(y, t)dy+ λ̂(ξ)x2(t)

=

(39)

= (1− c− q̂(t))

 1∫
0

cec(q̂−1)(1−y)W (t + y−1)dy+ ea(q̂−1)ξx2(t)

 .
To finish, by suitable change of variable t + y− 1 = τ the control law can be expressed
as follows:

W (t) = (1− c− q̂(t))

∫
(

t −1)tcec(q̂−1)(1−y)W (τ)dτ+ ea(q̂−1)ξx2(t)

 . (40)

Now consider the following inverse back-stepping transformation (x2(t),u,ω) →
(x2(t),u,v) as

v(ξ, t) = ω(ξ, t)− (c0 + q̂−1)

ξ∫
0

m(ξ,y, t)ω(y, t)dy−ρ(ξ)x2(t) (41)

where kernel m(ξ,y, t) and ρ(ξ) can be computed by applying Laplace transformation in
ξ to both sides of (24) and using (30-31) can be expressed as follows:

m(ξ,y, t) = cecc0(ξ−y) (42)

ρ(ξ) = ecc0ξ. (43)

Corollary 1 (Stability of the original system) Consider the plant (4-6), control law (38),
and adaptation law (36), here exist M0, N0 > 0 such that E(t)¬M0(eN0E(0)−1).

Proof We consider the following Lyapunov function candidate

E(t) = (q− q̂(t))2 +

1∫
0

[
∂θ
∂ξ

(ξ, t)
]2

dξ+
1∫

0

[
∂θ
∂t

(ξ, t)
]2

dξ+ x2(t)2. (44)

Notice that
∂θ(ξ, t)

∂t
=

u(ξ, t)+ v(ξ, t)
2

and
∂θ(ξ, t)

∂ξ
=

v(ξ, t)−u(ξ, t)
2

.
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Time differentiation of E(t) yields in

Ė(t) =−2 ˙̂q(t)+
1∫

0

(
∂v
∂t
(ξ, t)− ∂u

∂t
(ξ, t)

)(
v(ξ, t)−u(ξ, t)

2

)
dξ+

+

1∫
0

(
∂v
∂t
(ξ, t)+

∂u
∂t

(ξ, t)
)(

v(ξ, t)+u(ξ, t)
2

)
dξ+2x2(t)ẋ2(t).

Then plugging parameter update law (37) and calculate control law noticing that by
(9) U(t) = v(1, t)− ∂θ

∂t (1, t)(1, t), using (36) and applying Young and Cauchy-Schwartz
inequalities, it can be seen that there exist M0, N0 > 0 such that

E(t)¬M0(eN0E(0)−1). (45)

4. Simulation results

In this section, we present numerical simulation to illustrate the effectiveness of
the proposed controller. Similar to [11] we focus on trajectory of the form θre f (ξ, t) =
−T (ωr)ξ+ωrt + u0 where ωr ≡ ∂θre f (ξ,t)

∂t is uniform rotatory speed with the reference
control input Ū =−T (ωr).

Figure 2: Function presenting rock-on-bit friction

Our objective is to design an adaptive controller that exponential stability of system
(4)-(6) be guaranteed.

According to our proposed scheme, we consider only a measurement of top velocity
ω(t) = ∂θ

∂t (1, t). The parameters of the model used in simulations are taken from [12] to
ease performance comparisons and gathered in Tab. 1.



AN ADAPTIVE CONTROL SCHEME FOR HYPERBOLIC PARTIAL DIFFERENTIAL EQUATION
SYSTEM (DRILLING SYSTEM) WITH UNKNOWN COEFFICIENT 73

Table 3: List of parameter used in simulations

Symbol Description Value

L Length of the drillpipe 2000 m

Id Inertia of the drillpipe per unit length 0.095 kg

Ib Inertia of the BHA 311 kgm2

G Shear modulus 79.3109 kgm2

J Geometric moment of inertia 1.1910−5 m4

β Drill string damping 0

Ttobdyn Torque on the bit parameter 7500 N

α1, α2, α3 Friction parameters 5.5, 2.2, 3500

cb Viscous damping torque at the bit 0.03 Nm sec/rad

Velocity reference is chosen ∂θre f (ξ,t)
∂t = 3. Therefore the unknown parameter q =

0.21. Initial parameter’s estimate is q̂(0) = 0.25. The parameter estimate evolution is
depicted in Fig. 3. By control input as depicted in Fig. 4 where adaptive control is turned
on at t = 9 sec, stabilization of the drill string using back-stepping controller is achieved
and shown in Fig. 5. It means that by control law (39) the stick-slip vibrations of drill
string are reduced. Also in Fig. 5, the velocity at surface follows a similar trend delayed
by 0.5 sec which corresponds to the time needed for the control law to propagate back
to the surface. As shown in Fig. 3, the estimate of q converges but not to the unknown
parameter, even if stabilization is satisfied.

Figure 3: Parameter estimate evolution



74 H.S. FARAHANI, H.A. TALEBI, M. BAGHERMENHAJ

Figure 4: Control signal: input-adaptive controller is turned on after 9 sec

Figure 5: Velocity evolution: adaptive controller turned on after 9 sec

5. Conclusion

In this paper, we consider a class of second-order hyperbolic partial differential equa-
tion (wave equation) with unknown coefficient and propose an adaptive controller. The
achievement of this new control method is that it does not require the measurements of
the entire system state but only of top boundary values. The extension of this technique
to other types of boundary conditions,is a topic of the further work.
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Pointwise observation of the state given by complex
time lag parabolic system

ADAM KOWALEWSKI

Various optimization problems for linear parabolic systems with multiple constant time
lags are considered. In this paper, we consider an optimal distributed control problem for a lin-
ear complex parabolic system in which different multiple constant time lags appear both in the
state equation and in the Neumann boundary condition. Sufficient conditions for the existence
of a unique solution of the parabolic time lag equation with the Neumann boundary condition
are proved. The time horizon T is fixed. Making use of the Lions scheme [13], necessary and
sufficient conditions of optimality for the Neumann problem with the quadratic performance
functional with pointwise observation of the state and constrained control are derived. The ex-
ample of application is also provided.

Key words: distributed control, parabolic system, time lags, pointwise observation.

1. Introduction

Various optimization problems associated with the optimal control of distributed
parabolic systems with lags appearing in the boundary conditions have been studied
recently in Refs. [1] - [11] and [12], [16], [17].

In this paper, we consider an optimal distributed control problem for a linear complex
parabolic system in which different multiple constant time lags appear both in the state
equation and the Neumann boundary condition.

Such complex systems constitute in a linear approximation, a universal mathematical
model for many diffusion processes.

Sufficient conditions for the existence of a unique solution of such time lag parabolic
equations with the Neumann boundary conditions involving multiple time lags are
proved.

In this paper, we restrict our considerations to the case of the distributed control for
the Neumann problem. Consequently, we formulate the following optimal control prob-
lem. We assume that the performance functional has the quadratic form with pointwise
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observation of the state. Moreover, the time horizon is fixed in our optimization problem.
Finally, we impose some constraints on the distributed control. Making use of the Lions
framework [13] necessary and sufficient conditions of optimality with the quadratic per-
formance functional with pointwise observation of the state and constrained control are
derived for the Neumann problem. The example of application is also provided.

2. Existence and uniqueness of solutions

Consider now the distributed-parameter system described by the following parabolic
lag equation

∂y
∂t

+A(t)y+
m

∑
i=1

y(x, t −hi) = v x ∈ Ω, t ∈ (0,T ) (1)

y(x, t ′) = Φ0(x, t ′) x ∈ Ω, t ′ ∈ [−ϒ,0) (2)

y(x,0) = y0(x) x ∈ Ω (3)

∂y
∂ηA

=
l

∑
s=1

y(x, t − ks)+u x ∈ Γ, t ∈ (0,T ) (4)

y(x, t ′) = Ψ0(x, t ′) x ∈ Γ, t ′ ∈ [−ϒ,0) (5)

where: Ω ⊂ Rn is a bounded, open set with boundary Γ , which is a C∞ - manifold of

dimension n−1. Locally, Ω is totally on one side of Γ .
∂y

∂ηA
is a normal derivative at Γ,

directed towards the exterior of Ω,

y ≡ y(x, t;v), v ≡ v(x, t), u ≡ u(x, t),

Q = Ω× (0,T ), Q̄ = Ω̄× [0,T ],

Q0 = Ω× [−ϒ,0), Σ = Γ× (0,T ),

Σ0 = Γ× [−ϒ,0),

hi,ks are specified positive numbers representing time lags such that 0¬ h1 < h2 < .. . <
hm for i = 1, . . . ,m and 0 ¬ k1 < k2 < .. . < kl for s = 1, . . . , l respectively, Φ0,Ψ0 are
initial functions defined on Q0 and Σ0 respectively. Moreover, ϒ = max{hm,kl}.

The operator A(t) has the form

A(t)y =−
n

∑
i, j=1

∂
∂xi

(
ai j(x, t)

∂y(x, t)
∂x j

)
(6)

and the functions ai j(x, t) satisfy the condition

n

∑
i, j=1

ai j(x, t)ΦiΦ j  α
n

∑
i=1

Φ2
i α > 0, (7)
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∀(x, t) ∈ Q̄, ∀Φi ∈ R

where: ai j(x, t) are real C∞ functions defined on Q̄ (closure of Q). The equations (1) - (5)
constitute a Neumann problem.

First we shall prove sufficient conditions for the existence of a unique solution of the
mixed initial-boundary value problem (1) - (5) for the case where v ∈ L2(Q).

For this purpose, for any pair of real numbers r,s  0, we introduce the Sobolev
space Hr,s(Q) ( [14], Vol. 2, p.6) defined by

Hr,s(Q) = H0(0,T ;Hr(Ω))∩Hs(0,T ;H0(Ω))

which is a Hilbert space normed by(
T∫
0
∥ y(t) ∥2

Hr(Ω) dt+ ∥ y ∥2
Hs(0,T ;H0(Ω))

) 1
2

 (8)

where: the spaces Hr(Ω) and Hs(0,T ;H0(Ω)) are defined in Chapter 1 ( [14], Vol.1)
respectively.

Consequently, some properties and central theorems for the functions y ∈ Hr,s(Q)
are given in [7], [10] and [14].

The existence of a unique solution for the mixed initial-boundary value problem
(1) - (5) on the cylinder Q can be proved using a constructive method, i.e., first, solving
(1) - (5) on the subcylinder Q1 and in turn on Q2, etc. until the procedure covers the
whole cylinder Q. In this way the solution in the previous step determines the next one.

For simplicity, we introduce the following notations:

E j
∧
= (( j−1)λ, jλ) where λ = min{h1,k1}, Q j = Ω×E j,

Σ j = Γ×E j for j = 1, . . . K .

Using the results of Section 14 ( [13], pp. 182-185) we can prove the following result.

Lemma 1 Let
v ∈ L2(Q) (9)

f j ∈ L2(Q j) (10)

where

f j(x, t) = v(x, t)−
m

∑
i=1

y j−1(x, t −hi)

y j−1(·,( j−1)λ) ∈ L2(Ω) (11)

q j ∈ H1/2,1/4(Σ j) (12)

where

q j(x, t) =
l

∑
s=1

y j−1(x, t − ks)+u(x, t).



80 A. KOWALEWSKI

Then, there exists a unique solution y j ∈ H2,1(Q j) for the mixed initial-boundary
value problem (1), (4), (11).

Proof: We observe that for j = 1,

m

∑
i=1

y j−1
∣∣
Q0

(x, t −hi) =
m

∑
i=1

Φ0(x, t −hi) and

l

∑
s=1

y j−1
∣∣
Σ0
(x, t − ks) =

l

∑
s=1

Ψ0(x, t − ks).

Then the assumptions (10), (11) and (12) are fulfilled if we assume that Φ0 ∈ H2,1(Q0),
y0 ∈ L2(Ω), u ∈ H1/2,1/4(Σ) and Ψ0 ∈ H1/2,1/4(Σ0). These assumptions are sufficient to
ensure the existence of a unique solution y1 ∈ H2,1(Q1). Next for j = 2 we have to verify
that f2 ∈ L2(Q2), y1(·,λ) ∈ L2(Ω) and q2 ∈ H1/2,1/4(Σ2). It is easy to notice that the
condition (10) follows from the fact that y1 ∈ H2,1(Q1) and v ∈ L2(Q). Really, from the
Theorem 3.1 ( [14], Vol.1, p.19) we can prove that y1 ∈ H2,1(Q1) implies that the map-
ping t → y1(·, t) is continuous from [0,λ] → H1(Ω) ⊂ L2(Ω), hence y1(·,λ) ∈ L2(Ω).
Then using the Trace Theorem ( [14], Vol. 2, p.9) we can verify that y1 ∈ H2,1(Q1) im-
plies that y1 → y1

∣∣∣
Σ1

is a linear, continuous mapping of H2,1(Q1)→ H1/2,1/4(Σ). Assum-

ing that v ∈ H1/2,1/4(Σ), the condition q2 ∈ H1/2,1/4(Σ2) is fulfilled. Then, there exists
a unique solution y2 ∈ H2,1(Q2). We shall now summarize the foregoing result for any
Q j, j = 3, . . . ,K .

Theorem 1 Let y0,Φ0,Ψ0,u and v be given with y0 ∈ L2(Ω),Φ0 ∈ H2,1(Q0),Ψ0 ∈
H1/2,1/4(Σ0), u ∈ H1/2,1/4(Σ) and v ∈ L2(Q). Then, there exists a unique solution
y ∈ H2,1(Q) for the mixed initial-boundary value problem (1) – (5). Moreover, y(·, jλ) ∈
L2(Ω) for j = 1, . . . ,K.

3. Problem formulation. Optimization theorems

We shall now formulate the optimal distributed control problem for the Neumann
problem. Let us denote by U = L2(Q) the space of controls. The time horizon T is fixed
in our problem.

Let x1, . . . ,xµ be points of Ω. We assume that the observation is {y(x j, t;v)}, 1¬ j¬
µ - provided we can attach a meaning to this.

If we now assume that the coefficients of the operator A in the equation (1) are
sufficiently regular, then from the Theorem 1 it follows that

y(v) ∈ H2,1(Q). (13)
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Hence, y(v) ∈ L2(0,T ;H2(Ω)) and y(x j, t) has meaning (and ”t → y(x j, t)” ∈ L2(0,T ))
if

H2(Ω)⊂C0(Ω) (14)

which is true if (and only if)

1
2
− 2

n
< 0 i.e. n¬ 3 .

Hence we make the standing hypothesis that the dimension is n¬ 3.
Then the observation

Cy(v) = {y(x j, t;v)} ∈ (L2(0,T ))µ (15)

The cost function is now given

I(v) = λ1 ∥Cy(v)− zd ∥2
(L2(0,T ))µ +λ2

∫
Q

(Nv)v dxdt (16)

If zd = {zd1, . . . ,zµ},

I(v) = λ1

µ

∑
j=1

T∫
0

| y(x j, t;v)− zd j(t) |2 dt+λ2

∫
Q

(Nv)v dxdt (17)

where: λi  0, λ1 + λ2 > 0; zd j(t) are given elements in L2(0,T ) and N is a positive,
linear operator on L2(Q) into L2(Q).

Finally, we assume the following constraint on controls v ∈Uad , where

Uad is a closed, convex subset of U (18)

Let y(x, t;v) denote the solution of the mixed initial-boundary value problem (1)- (5) at
(x, t) corresponding to a given control v ∈ Uad . We note from the Theorem 1 that for
any v ∈ Uad the performance functional (17) is well-defined since y(v) ∈ H2,1(Q). The
solving of the formulated optimal control problem is equivalent to seeking a v0 ∈ Uad
such that I(v0) ¬ I(v) ∀v ∈ Uad . Then from the Theorem 1.3 ( [13], p. 10) it follows
that for λ2 > 0 a unique optimal control v0 exists; moreover, v0 is characterized by the
following condition

I′(v0) · (v− v0) 0 ∀v ∈Uad (19)

Using the form of the cost function given by (17) we can express (19) in the following
form

λ1

µ

∑
j=1

T∫
0

(y(x j, t;v0)− zd j(t))(y(x j, t;v)− y(x j, t;v0))dt+



82 A. KOWALEWSKI

+λ2

∫
Q

Nv0(v− v0)dxdt  0 ∀v ∈Uad (20)

To simplify (20), we introduce the adjoint equation and for every v ∈Uad , we define the
adjoint variable p = p(v) = p(x, t;v) as the solution of the equation

− ∂p(v)
∂t

+A∗(t)p(v)+
m

∑
i=1

p(x, t +hi;v) =λ1

µ

∑
j=1

(y(x j, t;v)− zd j(t))⊗δ(x− x j)

(21)
x ∈ Ω, t ∈ (0,T −ϒ)

− ∂p(v)
∂t

+A∗(t)p(v) = λ1

µ

∑
j=1

(y(x j, t;v)− zd j(t))⊗δ(x− x j)

(22)
x ∈ Ω, t ∈ (T −ϒ,T )

p(x,T ;v) = 0 x ∈ Ω (23)

∂p(v)
∂ηA∗

(x, t) =
l

∑
s=1

p(x, t + ks;v) x ∈ Γ, t ∈ (0,T −ϒ) (24)

∂p(v)
∂ηA∗

(x, t) = 0 x ∈ Γ, t ∈ (T −ϒ,T ) (25)

where
g(t)⊗δ(x− x j) is the distribution,

Ψ →
T∫

0

g(t)Ψ(x j, t)dt, Ψ ∈ D(Q)

A∗(t)p =−
n

∑
i, j=1

∂
∂x j

(
ai j(x, t)

∂p
∂xi

)


(26)

The existence of a unique solution for the problem (21) - (25) on the cylinder Q can be
proved using a constructive method. It is easy to notice that for given zd and v , problem
(21) - (25) can be solved backwards in time starting from t = T , i.e., first, solving
(21) - (25) on the subcylinder QK and in turn on QK−1 , etc. until the procedure covers
the whole cylinder Q . For this purpose, we may apply Theorem 1 (with an obvious
change of variables) to problem (21) - (25) (with reversed sense of time, i.e., t ′ = T − t).

Lemma 2 Let the hypothesis of Theorem 1 be satisfied. Then, for given zd j(t)∈ L2(0,T )
and any v ∈ L2(Q), there exists a unique solution p(v) ∈ H2,1(Q) for the problem
(21) - (25) defined by transposition

∫
Q

p(v0)

(
∂Ψ
∂t

+AΨ
)

dxdt =
µ

∑
j=1

T∫
0

(
y(x j, t;v0)− zd j(t)

)
Ψ(x j, t)dt (27)
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∀Ψ ∈ H2,1(Q), Ψ
∣∣∣
Σ
= 0, x ∈ Γ, t ∈ (0,T ) and Ψ(x,T ) = 0.

Remark 1 The right hand side of (27) is a continuous linear form on H2,1(Q) if n¬ 3.

Consequently, after transformations the first component on the left-hand side of (20)
can be rewriten as

λ1

µ

∑
j=1

T∫
0

(y(x j, t;v0)−zd j(t))(y(x j, t;v)−y(x j, t;v0))dt =
∫
Q

p(v0)(v− v0) dxdt (28)

Substituting (28) into (20) we obtain∫
Q

(p(v0)+λ2Nv0)(v− v0) dxdt  0, ∀v ∈Uad (29)

Theorem 2 For the problem (1) - (5) with the performance functional (17) with zd j(t) ∈
L2(0,T ) and λ2 > 0 and with constraints on controls (18), there exists a unique optimal
control v0 which satisfies the maximum condition (29).

Consider now the particular case where Uad = L2(Q). Thus the maximum condition
(29) is satisfied when

v0 =−λ−1
2 N−1 p(v0) (30)

We must notice that the conditions of optimality derived above (Theorem 2) allow us to
obtain an analytical formula for the optimal control in particular cases only (e.g. there
are no constraints on controls). This results from the following: the determining of the
function p(v0) in the maximum condition from the adjoint equation is possible if and
only if we know y0 which corresponds to the control v0. These mutual connections make
the practical use of the derived optimization formulas difficult. Therefore we resign from
the exact determining of the optimal control and we use approximation methods.

In the case of performance functional (17) with λ1 > 0 and λ2 = 0, the optimal con-
trol problem reduces to the minimizing of the functional on a closed and convex subset
in a Hilbert space. Then, the optimization problem is equivalent to a quadratic program-
ming one (Ref. [10]) which can be solved by the use of the well-known algorithms, e.g.
Gilbert’s (Ref. [10]).

The practical application of Gilbert’s algorithm to an optimal control problem for
a parabolic system with boundary condition involving a time lag is presented in [12].
Using Gilbert’s algorithm, a one-dimensional numerical example of the plasma control
process is solved.
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4. Example

Making use of the results of [13], we shall express the optimal control (30) in the
feedback form.

For this purpose we consider the following set of equations with ε ∈ (0,T ):
∂y
∂t

+A(t)y+
m

∑
i=1

y(x, t −hi)+λ−1
2 N−1 p = 0 for t −hi  ε

∂y
∂t

+A(t)y+
m

∑
i=1

Φε(x, t −hi)+λ−1
2 N−1 p = 0 for t −hi < ε

(31)

(x, t) ∈ Ω× (ε,T )
−∂p

∂t
+A∗(t)p+

m

∑
i=1

p(x, t +hi) − λ1y =−λ1zd

for (x, t) ∈ Ω× (ε,T −ϒ)

−∂p
∂t

+A∗(t)p−λ1y =−λ1zd for (x, t) ∈ Ω× (T −ϒ,T )

(32)

with boundary conditions

∂y
∂ηA

(x, t) =


l

∑
s=1

y(x, t − ks)+u(x, t) for t − ks  ε

l

∑
s=1

Ψε(x, t − ks)+u(x, t) for t − ks < ε
(33)

(x, t) ∈ Γ× (ε,T )

∂p
∂ηA∗

(x, t) =


l

∑
s=1

p(x, t + ks) for (x, t) ∈ Γ× (ε,T −ϒ)

0 for (x, t) ∈ Γ× (T −ϒ,T )
(34)

and with initial and final conditions{
y(x,ε) = yε(x) x ∈ Ω
p(x,T ) = 0 x ∈ Ω

(35)

where: yε ∈ H1(Ω), Φε and Ψε are given function defined on Ω × [ε − ϒ,ε)
and Γ × [ε − ϒ,ε) respectively, that is Φε ∈ H2,1 (Ω× [ε−ϒ,ε)) and
Ψε ∈ H1/2,1/4 (Γ× [ε−ϒ,ε)).

We shall consider problem (31) - (35) subject to (1) for t ∈ (ε,T ) and Uad = L2(Q).
The performance functional is given by

Iε(v) = λ1

T∫
ε

∫
Ω

| y(x, t;v)− zd |2 dxdt +λ2

T∫
ε

∫
Ω

(Nv)v dxdt (36)
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Then the problem (31)-(36) with λ2 > 0 has a unique optimal control in the form (30).
Also it is easy to verify that (31) - (35) has a unique solution

{y, p} ∈ H2,1(Ω× (ε,T )).

Proposition 1 Let {y, p} be solution of (31) - (35) with ε = 0. We define σε, the system
"state" at time ε, by the triplet (y(·,ε),Φε,Ψε), where

Φε(·, t ′) =

{
Φ0(·, t ′) for t ′ ∈ Êε = [−ϒ,0)∩ [ε−ϒ,ε)
y(·, t ′)|Ω for t ′ ∈ [ε−ϒ,ε)− Êε

(37)

Ψε(·, t ′) =

{
Ψ0(·, t ′) for t ′ ∈ Êε = [−ϒ,0)∩ [ε−ϒ,ε)
y(·, t ′)|Γ for t ′ ∈ [ε−ϒ,ε)− Êε

(38)

Then, for all triplets ε¬ t in (0,T ),

p(·, t) = P(t,ε)σε + rε(·, t) (39)

where P(t,ε) and rε(·, t) are determined by the following procedure

First we solve the set of equations

∂α
∂t

+A(t)α+
m

∑
i=1

α(x, t −hi)+λ−1
2 N−1β = 0

for t −hi  ε

∂α
∂t

+A(t)α+
m

∑
i=1

Φε(x, t −hi)+λ−1
2 N−1β = 0

for t −hi < ε

(40)

(x, t) ∈ Ω× (ε,T )


−∂β

∂t
+A∗(t)β+

m

∑
i=1

β(x, t +hi) −λ1α = 0

for (x, t) ∈ Ω× (ε,T −ϒ)

−∂β
∂t

+A∗(t)β−λ1α = 0 for (x, t) ∈ Ω× (T −ϒ,T )

(41)

with boundary conditions

∂α
∂ηA

(x, t) =


l

∑
s=1

α(x, t − ks) for t − ks  ε

l

∑
s=1

Ψε(x, t − ks) for t − ks < ε
(42)
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(x, t) ∈ Γ× (ε,T )

∂β
∂ηA∗

(x, t) =


l

∑
s=1

β(x, t + ks) for (x, t) ∈ Γ× (ε,T −ϒ)

0 for (x, t) ∈ Γ× (T −ϒ,T )
(43)

and with initial and final conditions{
α(x,ε) = y(x,ε) x ∈ Ω
β(x,T ) = 0 x ∈ Ω

(44)

then
P(t,ε)σε = β(·, t) (45)

Next we solve the set of equations
∂κ
∂t

+A(t)κ+
m

∑
i=1

κ(x, t −hi) +λ−1
2 N−1δ = 0

for t −hi  ε
∂κ
∂t

+A(t)κ+λ−1
2 N−1δ = 0 for t −hi < ε

(46)

(x, t) ∈ Ω× (ε,T )
−∂δ

∂t
+A∗(t)δ+

m

∑
i=1

δ(x, t +hi) −λ1κ =−λ1zd

for (x, t) ∈ Ω× (ε,T −ϒ)

−∂δ
∂t

+A∗(t)δ−λ1κ =−λ1zd for (x, t) ∈ Ω× (T −ϒ,T )

(47)

with boundary conditions

∂κ
∂ηA

(x, t) =


l

∑
s=1

κ(x, t − ks)+ v(x, t) for t − ks  ε

v(x, t) for t − ks < ε,
(48)

(x, t) ∈ Γ× (ε,T )

∂δ
∂ηA∗

(x, t) =


l

∑
s=1

δ(x, t + ks) for (x, t) ∈ Γ× (ε,T −ϒ)

0 for (x, t) ∈ Γ× (T −ϒ,T )
(49)

and with initial and final conditions{
κ(x,ε) = 0 x ∈ Ω
δ(x,T ) = 0 x ∈ Ω

(50)
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then
rε(x, t) = δ(x, t) (51)

Setting ε = t in (39) and substituting the result into (30) we obtain

v0(·, t) =−λ−1
2 N−1 (P(t, t),σt + rt(·, t)) , t ∈ (0,T ) (52)

Let us assume that N is the identity operator on L2(Q). Then using of Schwartz’s
Kernel Theorem [15], it is easy to prove that the optimal feedback control (52) can be
expressed in the following form

v0(x, t) =−λ−1
2


∫
Ω

K0(x,x′, t)y(x′, t)dx′+

+

t∫
t−ϒ

∫
Ω

K1(x,x′, t, t ′)Φt(x′, t ′)dx′dt ′+

+

t∫
t−ϒ

∫
Γ

K2(x,x′, t, t ′)Ψt(x′, t ′)dΓdt ′+ rt(x, t)

 (53)

where {K0,K1,K2} is the kernel of P(t, t).

5. Conclusions

The results presented in the paper can be treated as a generalization of the results
concerning pointwise observation of state given by parabolic systems with the Neumann
boundary conditions involving multiple time delays obtained in [11] and by the parabolic
equations with the homogeneous Dirichlet boundary conditions obtained in [13] onto
the case of different multiple constant time lags appearing both in the parabolic state
equations and in the Neumann boundary conditions.

Sufficient conditions for the existence of a unique solution of such time lag parabolic
equations with the Neumann boundary conditions involving multiple constant time lags
are proved (Lemma 1 and Theorem 1). The optimal control is characterized by using
the adjoint equation (Lemma 2). The necessary and sufficient conditions of optimality
are derived for a linear quadratic problem (1)-(5), (17), (18) (Theorem 2). The optimal
control is obtained in the feedback form (Example).

We can also obtain estimates and a sufficient condition for the boundedness of solu-
tions for such parabolic time lag systems with specified forms of feedback control.

Finally, we can consider optimal control problems of time lag hyperbolic systems
with pointwise observation of the state.

The ideas mentioned above will be developed in forthcoming papers.
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New perspectives of analog and digital simulations
of fractional order systems

ABDELFATAH CHAREF, MOHAMED CHAREF, ABDELBAKI DJOUAMBI and ALINA VODA

In the recent decades, fractional order systems have been found to be useful in many areas
of physics and engineering. Hence, their efficient and accurate analog and digital simulations
and numerical calculations have become very important especially in the fields of fractional
control, fractional signal processing and fractional system identification. In this article, new
analog and digital simulations and numerical calculations perspectives of fractional systems are
considered. The main feature of this work is the introduction of an adjustable fractional order
structure of the fractional integrator to facilitate and improve the simulations of the fractional
order systems as well as the numerical resolution of the linear fractional order differential equa-
tions. First, the basic ideas of the proposed adjustable fractional order structure of the fractional
integrator are presented. Then, the analog and digital simulations techniques of the fractional
order systems and the numerical resolution of the linear fractional order differential equation
are exposed. Illustrative examples of each step of this work are presented to show the effective-
ness and the efficiency of the proposed fractional order systems analog and digital simulations
and implementations techniques.

Key words: adjustable fractional operators, Charef approximation, fractional differential
equation, fractional integrator, fractional systems

1. Introduction

The subject of fractional order systems has gained considerable importance in the
recent decades due mainly to their numerous applications in various fields of applied sci-
ence and engineering [10], [23], [24], [33]. Nowadays well known concepts in the fields
of control system, signal processing and identification are being extended for the de-
velopment of their fractional order counterparts as emerging topics [2], [12], [30], [31],
[34]. Hence, the fractional order systems efficient, reliable and accurate simulations and
numerical calculations have become very important research topics. The considerable
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attention given to such systems is to establish a fractional system theory so it may be
accessible to the general science and engineering communities.

A major problem with fractional systems is their time domain simulations which are
more difficult compared to the regular systems because they are basically infinite dimen-
sional systems due to their fractional orders. This is challenging and researchers working
in this domain have developed different interesting methods to simulate them. There are
broadly two major approaches for the time domain simulations of the fractional order
systems: analytical and numerical methods. The purpose of the analytical method is to
obtain an explicit expression for the general responses of the fractional order systems.
Yet, analytical responses are often not simple to obtain. Only some closed form analog
or digital approximation expressions of the responses of the fractional systems have been
developed [3], [4], [5], [14], [16], [20], [25], [27], [28]. On the contrary, the goal of the
numerical method is the development of a robust and stable numerical scheme for the
responses of the fractional order systems. A great deal of effort has been expended in
this research axis leading to a variety of techniques. But, there is no proposed efficient
numerical method which simultaneously achieves speed, accuracy, and ease of simula-
tion. Two types of numerical approaches have been developed for the simulation of the
fractional order systems. The first method is based on the digital approximation of the
irrational analog transfer function of the fractional order system leading to a recurrent
equation. The digital approximation can be obtained by indirect or direct discretization.
In indirect discretization technique two steps are required, first analog frequency domain
fitting of the irrational analog transfer function is made then one of the s to z transform
methods such as Euler, Tustin or Al-Alaoui is used for the discretization. The direct dis-
cretization method is based on the application of power series in the z domain of the
Euler operator, Tustin operator or Al-Alaoui operator to the fractional differentiation of
the irrational analog transfer function of the fractional system [1], [9], [15], [17], [18],
[24], [29], [36]. The most used direct discretization is the Grunwald-Letnikov definition
of the fractional differentiation [24]. Fractional differential equations have also been the
focus of many mathematicians. Consequently, considerable attention has been given to
their numerical solutions [11], [19], [21], [22], [32], [35]. However, these methods may
not be interesting from an engineering approach at least in terms of simulation and im-
plementation of fractional systems.

In this article, new simulations and numerical calculations perspectives of the frac-
tional order systems based on an adjustable fractional order structure of the fractional in-
tegrator are considered. First, using Charef’s approximation method [6], we will derive
an adjustable fractional order rational function approximation of the analog fractional
integrator s−m (m is any real positive number) where the poles of the rational function
are calculated only one time for m = 0.5, which means that they are completely inde-
pendent of the parameter m [7]. Analog and digital simulation structures made up of two
parts will be derived to simulate the fractional order integrator s−m for any real positive
number m. The right part is a fixed structure designed only once for m = 0.5 and it will
be used for any fractional order m> 0. The left part is a structure composed of an ensem-
ble of functions depending on the fractional order m only. Then, the proposed simulation
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structure of the fractional integrator will be used to derive analog and digital simulations
of the fractional order systems represented by linear fractional differential equations.
At last, the numerical solution of the linear fractional order differential equations is ob-
tained. Illustrative examples of this work are presented to show the effectiveness and the
efficiency of the proposed analog and digital simulations techniques and resolution of
the fractional order systems.

2. Fractional order integrator: adjustable fractional order structure

The analog fractional order integrator is represented by the following irrational trans-
fer function:

GI(s) =
1
sm , for m > 0. (1)

In a given frequency band of interest [ωL,ωH ] and a given integer number N, the rational
function approximation of the fractional order operator GI(s) can be expressed by the
following equation [6], [8], [13]:

GI(s) =
1
sm

∼=
1

(ωc)
m

N−1
∏
i=1

[
1+ s

zi(m)

]
N
∏
i=1

[
1+ s

pi(m)

] (2)

the poles pi(m) (for i = 1,2, . . . ,N) and the zeros zi(m) (for i = 1,2, . . . ,(N −1)) of the
above approximation are given as:

pi(m) = ωc10
(

2i− 1−m
m(1 − m)

)
ε
, zi(m) = ωc10

(
2i− 1+m
m(1 − m)

)
ε (3)

where

ε =
m(1−m)

2
(
N + 1−m

2

) [log10(ωmax/ωc)]

is the approximation error and the frequencies ωc and ωmax such that ωc = γωL (for
10−5 ¬ γ¬ 1) and ωmax = θωH (for 1¬ θ¬ 105).

The rational function of equation (2) can be decomposed as:

GI(s) =
1
sm

∼=
N

∑
i=1

hi(m)(
1+ s

pi(m)

) (4)

where the residues hi(m) (for i = 1,2, . . . ,N) are calculated as:

hi(m) =
1

(ωc)
m

N−1
∏
j=1

(
1− pi(m)

z j(m)

)
N
∏
j=1
j ̸=i

(
1− pi(m)

p j(m)

) . (5)
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The adjustable fractional order structure of the rational function approximation of the
fractional integrator is realized such that all the poles pi (for i = 1,2, . . . ,N) are com-
pletely independent of the fractional order m. It has been shown in [7] that the best value
of the parameter m used to calculate the poles pi(m) is m = 0.5. So, equation (4) is
rewritten as:

GI(s) =
1
sm

∼=
N

∑
i=1

hi(m)(
1+ s

pi

) (6)

where the poles pi = pi(m = 0.5) (for i = 1,2, . . . ,N) are given as:

pi = ωc10(8i−6) ε. (7)

In the rational function approximation of equation (2), the error and the frequency ωc
normally depend on the fractional order m. But, ε) and ωc are calculated for m = 0.5
which means that ε = ε(0.5) and ωc = ωc(0.5). For m ̸= 0.5, ε(m) and ωc(m) have
to be adjusted to guarantee that p1(0.5) = p1(m). From [6], ε(m) = 4m(1−m)ε and
ωc(m) = ωc10[4m−2]ε. So, the fixed poles pi (for i = 1,2, . . . ,N) and the zeros zi(m) (for
i = 1,2, . . . ,(N −1)) of equation (3) are given as:

pi = ωc10(8i−6) ε, zi(m) = ωc10(8i−4+4m) ε. (8)

Then, using the expressions of the poles and the zeros of equation (8) the residues hi(m)
(for i = 1,2, . . . ,N) of equation (5) are derived as:

hi(m) =
1[

ωc10(4m−2) ε
]m

N−1
∏
j=1

(
1−108(i− j−m) ε

)
∏

j=1
j ̸=i

N
(1−108(i− j) ε)

. (9)

2.1. Adjustable fractional order structure recap

In a given frequency band of interest [ωL,ωH ] and a given integer number N, we
have:

GI(s) =
1
sm

∼=
N

∑
i=1

hi(m)(
1+ s

pi

) , for m > 0 (10)

the fixed poles pi and the residues hi(m) (for i = 1,2, . . . ,N) of the approximation are
given as:

pi = ωc10(8i−6) ε, hi(m) =
1[

ωc10(4m−2) ε
]m

N−1
∏
j=1

(
1−108(i− j−m) ε

)
∏

j=1
j ̸=i

N

(
1−108(i− j) ε

) (11)

where ε= 1
(8N+2)

[
log10

(
ωmax
ωc

)]
, ωc=γωL, (10−56γ61) and ωmax=θωH , (16θ6105).
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2.2. Analog simulation

The rational function approximation of the fractional integrator s−m of equation (10)
is:

Y (s)
E(s)

= GI(s) =
1
sm

∼=
N

∑
i=1

hi(m)(
1+ s

pi

) . (12)

The output of the fractional integrator is then given by:

Y (s) =
N

∑
i=1

hi(m)

1+ s
pi

E(s) =
N

∑
i=1

(hi(m)E(s))
1

1+ s
pi

=
N

∑
i=1

Vi(s) (13)

with

Vi(s) = (hi(m)E(s))

(
1

1+ s
pi

)
, for i = 1,2, . . . ,N.

In the time domain, for i = 1,2, . . . ,N, vi(t) is simulated by the first order differential
equation

dvi(t)
dt

=− pivi(t)+ pi (hi(m)e(t)) .

Then the analog simulation of the fractional order integrator s−m is given as:
y(t) =

N

∑
i=1

vi(t)

dvi(t)
dt

=− pivi(t)+(pihi(m)) e(t)

 , for m > 0 and i = 1, 2, . . . , N (14)

Fig. 1 shows the analog simulation of the fractional integrator s−m using equation (14).
The right part of the simulation structure representing the second expression of equation
(14) is a fixed structure made of first order sub-systems which are completely indepen-
dent of the fractional order m. So, it can be used for the simulation of the fractional
integrator of any fractional order m > 0. The left part is a structure composed of an
ensemble of functions depending on the fractional order m only.

2.3. Digital simulation

The analog simulation of the fractional integrator s−m is given in equation (14). So,
the digital simulation of the fractional integrator can be obtained from equation (14) as
follows:

y(k) =
N

∑
i=1

vi(k) (15)

and from the second expression of equation (14), we have (for i = 1,2, . . . ,N):

Vi(s) =
1

1+ s
pi

(hi(m)) E(s) . (16)
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Figure 1: Proposed analog simulation of the fractional integrator s−m (m > 0)

The Z transform of the analog transfer function

1
1+ s

pi

, for i = 1,2, . . . ,N (17)

of equation (16) with zero order hold (ZOH) is obtained as follows [26]:

Z

{
(ZOH)

(
1

1+ s
pi

)}
= (1− z−1)Z

 1

s
(

1+ s
pi

)
=

(1−δi)z−1

1−δiz−1 (18)

where δi = exp(−T pi) (for i = 1,2, . . . ,N) with T the sampling period. So, from equa-
tions (16) and (18) we can write that (for i = 1,2, . . . ,N):

Vi(z) =
(
(1−δi)z−1

1−δiz−1

)
(hi(m)) E(z). (19)
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Rearranging equation (19), we will get (for i = 1,2, . . . ,N):

Vi(z) = δiz−1Vi(z)+(1−δi) (hi(m))
(
z−1E(z)

)
. (20)

In the time domain, vi(k) (for i = 1,2, . . . ,N) is given as:

vi(k) = δivi(k−1)+ (hi(m))(1−δi) e(k−1) (21)

Then, the digital simulation of the fractional integrator s−m (for m > 0) is given as fol-
lows: y(k) =

N

∑
i=1

vi(k)

vi(k) = δivi(k−1)+ (hi(m))(1−δi) e(k−1) , for i = 1, 2, . . . , N

(22)

Fig. 2 shows the digital simulation of the fractional integrator s−m (for m> 0). Because it
is derived from the analog one the digital simulation structure is also made of two parts.
The right part representing the second expression of equation (22) is a fixed structure
which can be used for the digital simulation of the fractional integrator of any fractional
order m > 0. The left part is a structure composed of the same ensemble of functions of
the analog structure.

2.4. Illustrative example

To show the effectiveness and the usefulness of the proposed method, we will con-
sider the rational function approximation of the analog fractional order integrators s−0.63

and s−1.74 in the frequency band [ωL, ωH ] = [0.001rad/s, 100 0 rad/s] for N = 20. From
equation (10), we get:

1
s0.63

∼=
20

∑
i=1

hi(0.63)
1+ s

pi

(23)

1
s1.74

∼=
20

∑
i=1

hi(1.74)
1+ s

pi

. (24)

For ωc = 0.001, ωL = 10−6 and ωmax = 1000 and ωH = 106 we have ε = 0.0741. Then,
from equation (11), the poles and the residues (for i = 1,2, . . . ,20) are:
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Figure 2: Proposed digital simulation of the fractional integrator s−m (m > 0)

pi = 10(0.5928i − 6.4446) (25)

hi(0.63) = (1.7550 e−4)


19
∏
j=1

(
1−100.5928(i − j −0.63)

)
20
∏
j=1
j ̸=i

(1−100.5928(i − j))

 (26)

hi(1.74) = (1.5823e−10)


19
∏
j=1

(
1−100.5928(i − j −1.74)

)
20
∏
j=1
j ̸=i

(1−100.5928(i − j))

 . (27)
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We note that for both fractional order integrators s−0.63 and s−1.74, the poles of their
rational function approximations are the same only the residues are different. In this
example, we emphasize that for any fractional order integrator s−m (m > 0) the poles of
its rational function approximation will be the ones of equation (25). Figs. 3 and 4 show
the Bode plots of the ideal analog fractional order integrators s−0.63 and s−1.74 and of
their rational function approximations of equations (23) and (24).

Figure 3: Bode plot of the fractional integrator s−0.63 and its rational function approxi-
mation

Figure 4: Bode plot of the fractional integrator s−1.74 and its rational function approxi-
mation
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Figure 5: Step responses of the fractional order integrators s−0.63 using MATLAB func-
tion fode sol() and the proposed approximation structure

Figure 6: Step responses of the fractional order integrators s−1.74 using MATLAB func-
tion fode sol() and the proposed approximation structure

From Figs 3 and 4, we can easily see that the Bode plots of the ideal ana-
log fractional order integrators s−0.63 and s−1.74 and their corresponding rational
function approximations are quite overlapping in the frequency band of interest
[ωL, ωH ] = [0.001rad/s, 100 0 rad/s]. Figs 5 and 6 show the step responses of the
fractional integrators s−0.63 and s−1.74 using the MATLAB function fode sol()
based on the Grunwald-Letnikov’s fractional differentiation definition for the numerical
solution of the linear fractional differential equation [24] and using the proposed
approximation structure. The equations used for the step responses are given as:
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Fractional order integrator s−0.63

• using MATLAB function fode sol() [24]:

solve the fractional differential equation d0.63y(t)
dt0.63 = u(t) to get the step response of

the fractional integrator s−0.63 as:

a= [1]; na= [0.63]; b= [1]; nb= [0]; t= 0 : 0.1 : 4001;
u= ones(size(t)),
y= fode sol(a,na,b,nb,u,t)

• using the proposed approximation structure:

For i = 1,2, . . . ,20, solve the 20 regular first order differential equations:

dvi(t)
dt = −10(0.5928i − 6.4446 ) vi(t)+

+ 10(0.5928i − 10.2003 )

19
∏
j=1
(1−100.5928(i − j −0.63))

20
∏

j=1
j ̸=i

(1−100.5928(i − j))
e(t)

y(t) =
20
∑

i=1
vi(t)

Fractional order integrator s−1.74

• using MATLAB function fode sol() [24]:

solve the fractional differential equation d1.74y(t)
dt1.74 = u(t) to get the step response of

the fractional integrator s−1.74 as:

a= [1]; na= [1.74]; b= [1]; nb= [0]; t= 0 : 0.1 : 4001;
u= ones(size(t)),
y= fode sol(a,na,b,nb,u,t)

• using the proposed approximation structure:

For i = 1,2, . . . ,20, solve the 20 regular first order differential equations:

dvi(t)
dt = −10(0.5928i − 6.4446 ) vi(t)+

+ 10(0.5928i − 16.2447 )

19
∏
j=1
(1−100.5928(i − j −1.74))

20
∏

j=1
j ̸=i

(1−100.5928(i − j))
e(t)

y(t) =
20
∑

i=1
vi(t)
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From Figs. 5 and 6, we can easily see that the step responses of fractional integrators
s−0.63 and s−1.74 using the proposed simulation structure and the MATLAB function
fode sol() are exactly the same.

3. Linear fractional order system: New structure

A linear single input single output (SISO) fractional order system is described by the
following linear fractional order differential equation [24]:

L

∑
i=0

aiDαiy(t) =
M

∑
j=0

b jDβ j e(t) (28)

where e(t) is the input, y(t) is the output, the derivative orders αi (0 ¬ i ¬ L) and βi
(0 ¬ j ¬ M − 1) are constant real positive numbers such that αL−1 < · · · < α1 < α0,
βM−1 < · · ·< β1 < β0, β0 6 α0, and αL = βM = 0; the model parameters ai (1¬ i¬ L)
and bi (0¬ j ¬M) are constant real numbers with a0 = 1. With zero initial conditions,
the fractional system transfer function is given as [24]:

G(s) =
Y (s)
E(s)

=

M
∑
j=0

b jsβ j

L
∑

i=0
aisαi

. (29)

From equation (29), we can write:

G(s) =
Y (s)
E(s)

=

M
∑
j=0

b jsβ j

sα0 +
L
∑

i=1
aisαi

. (30)

So, we will have: [
sα0 +

L

∑
i=1

aisαi

]
Y (s) =

[
M

∑
j=0

b jsβ j

]
E(s) (31)

sα0Y (s) =−

[
L

∑
i=1

aisαi

]
Y (s)+

[
M

∑
j=0

b jsβ j

]
E(s). (32)

Y (s) can then be obtained as:

Y (s) =−

[
L

∑
i=1

ai
1

sα0−αi

]
Y (s)+

[
M

∑
j=0

b j
1

sα0−β j

]
E(s). (33)
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From section 2.1, in a given frequency band of interest [ωL,ωH ] and a given integer
number N, the fractional order integrators 1

sα0−αi and 1
sα0−β j

, for i = 1,2, . . . ,L and for
j = 0,2, . . . ,M, are approximated as:

1
sα0−αi

∼=
N

∑
q=1

hq(α0 −αi)

(1+ s/pq)
(34)

1
sα0−β j

∼=
N

∑
q=1

hq(α0 −β j)

(1+ s/pq)
(35)

The poles pq and the residues hq(σ) (for q = 1,2, . . . ,N and σ = (α0 - αi) or σ =
(α0 - βj)) are given as:

pq = ωc10(8q−6) ε, hq(σ) =
1[

ωc10(4σ−2) ε
]σ

N−1
∏

p=1

(
1−108(q−p−σ) ε

)
N
∏

p=1
p ̸=q

(1−108(q−p) ε)

(36)

where ε = 1
(8N+2) [log10(ωmax/ωc)], ωc = γωL, (10−5 6 γ 6 1) and ωmax = θωH , ( 1 6

θ 6 105).
Then equation (33) can be rewritten as:

Y (s) =−

[
L

∑
i=1

ai

N

∑
q=1

hq(α0 −αi)

1+ s
pq

]
Y (s)+

[
M

∑
j=0

b j

N

∑
q=1

hq(α0 −β j)

1+ s
pq

]
E(s) (37)

Y (s) =−
N

∑
q=1

(
L

∑
i=1

aihq(α0 - αi)

)(
Y (s)

1+ s
pq

)
+

N

∑
q=1

(
M

∑
j=0

b jhq(α0 - βj)

)(
E(s)

1+ s
pq

)
(38)

Y (s) =
N

∑
q=1

(AqY (s))

(
1

1+ s
pq

)
+

N

∑
q=1

(BqE(s))

(
1

1+ s
pq

)
(39)

where the coefficients Aq and Bq, for q = 1,2, . . . ,N, are given by the following expres-
sions:

Aq = −
L

∑
i=1

aihq(α0 −αi)

Bq =
M

∑
j=0

b jhq(α0 −β j).

(40)
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3.1. Analog simulation

A linear SISO fractional order system is described by the linear fractional order
differential equation of equation (28) as:

L

∑
i=0

aiDαiy(t) =
M

∑
j=0

b jDβ j e(t). (41)

From equation (39), its solution is given by the following expression:

Y (s) =
N

∑
q=1

[AqY (s)+BqE(s)]

(
1

1+ s
pq

)
=

N

∑
q=1

Vq(s) (42)

where the variables Vq(s), for q = 1,2, . . . ,N, are defined as follows:

Vq(s) = (AqY (s)+BqE(s))

(
1

1+ s
pq

)
. (43)

So, in the time domain, each variable vq(t) (for q = 1,2, . . . ,N) is the solution of the
following first order differential equation:

dvq(t)
dt

=− pqvq(t)+ pq (Aqy(t)+Bqe(t)) . (44)

Hence, from equations (42) and (44), the analog simulation of the linear SISO fractional
order system described by the linear fractional order differential equation of equation
(41) is given by:

y(t) =
N

∑
q=1

vq(t)

dvq(t)
dt

=−pqvq(t)+ pq (Aqy(t)+Bqe(t)) , for q = 1, 2, . . . , N

(45)

Fig. 7 shows the proposed analog simulation using equation (45) of the linear SISO
fractional order system described by the linear fractional order differential equation of
equation (41). The right part of Fig. 7 of the proposed simulation structure representing
the second expression of equation (45) is a fixed structure made of first order sub-systems
which are completely independent of the fractional orders αi (0¬ i¬ L) and βi (0¬ j¬
M) of the linear fractional order differential equation of equation (41). Then, this right
part of the proposed analog simulation can be used for the simulation of any linear SISO
fractional order system described by the linear fractional order differential equation of
equation (41). The left part of Fig. 7 is an ensemble of functions depending only on the
derivative orders αi (0 ¬ i ¬ L) and βi (0 ¬ j ¬ M) and the model coefficients ai (for
0¬ i¬ L) and bi (0¬ j ¬M) of equation (41).
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Figure 7: Analog simulation structure of the linear SISO fractional order system

3.2. Numerical resolution of the linear fractional differential equation

A linear SISO fractional system is described by the linear fractional differential equa-
tion of equation (28) as:

L

∑
i=0

aiDαiy(t) =
M

∑
j=0

b jDβ j e(t). (46)

The analog solution of the above differential equation is given by equation (42) as:

Y (s) =
N

∑
q=1

Vq(s) (47)
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where the variables Vq(s), for q = 1,2, . . . ,N, are given from equation (43) by the ex-
pression:

Vq(s) = [ AqY (s)+BqE(s)]
1

1+ s
pq

. (48)

The Z transform of the analog transfer function 1
1+ s

pq
(for q = 1,2, . . . ,N) of equation

(48) with zero order hold (ZOH) is then obtained as follows [26]:

Z

{
(ZOH)

(
1

1+ s
pq

)}
= (1− z−1)Z

 1

s
(

1+ s
pq

)
=

(1−δq)z−1

1−δqz−1 (49)

where δq = exp(−T pq) (for i = q,2, . . . ,N) and T is the sampling period. So, from
equation (48) we can write that (for q = 1,2, . . . ,N):

Vq(z) = (AqY (z)+BqE(z))
(
(1−δq)z−1

1−δqz−1

)
. (50)

Rearranging equation (50), we will get (for q = 1,2, . . . ,N):

Vq(z) = δqz−1Vq(z)+(1−δq)
(
Aqz−1Y (z)+Bqz−1E(z)

)
. (51)

In the time domain, vq(k) (for q = 1,2, . . . ,N) is given as:

Vq(z) = δqz−1Vq(z)+(1−δq)
(
Aqz−1Y (z)+Bqz−1E(z)

)
. (52)

So, the numerical solution of the linear fractional order differential equation of equation
(46) is obtained from equations (47) and (52) as follows:

vq(k) = δqvq(k−1)+(1−δq) (Aqy(k−1)+Bqe(k−1)) , for q = 1, 2, . . . , N

y(k) =
N

∑
q=1

vq(k)

(53)

where, for q = 1,2, . . . ,N, Aq = −
L
∑

i=1
aihq(α0 −αi), Bq =

M
∑
j=0

b jhq(α0 −β j) and δq =

exp(−T pq). The parameters pq and hq(σ) (for q = 1,2, . . . ,N) and σ = (α0 - αi) or σ =
(α0 −β j) (for i = 1,2, . . . ,L and for j = 0,2, . . . ,M) are obtained for a given frequency
band of interest [ωL,ωH ] and a given integer number N as follows:

pq = ωc10(8q−6) ε, hq(σ) =
1[

ωc10(4σ−2) ε
]σ

N−1
∏

p=1

(
1−108(q−p−σ) ε

)
N
∏

p=1
p ̸=q

(1−108(q−p) ε)

(54)

where ε = 1
(8N+2)

[
log10

(
ωmax
ωc

)]
, ωc = γωL (10−5 6 γ 6 1) and ωmax = θωH ( 1 6 θ 6

105).
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3.3. Digital simulation

A linear SISO fractional order system is described by the linear fractional order
differential equation of equation (46) as:

L

∑
i=0

aiDαiy(t) =
M

∑
j=0

b jDβ j e(t) (55)

The numerical solution of the above differential equation can be obtained from equation
(47) as:

Y (z) =
N

∑
q=1

Vq(z) (56)

where the variables Vq(z), for q = 1,2, . . . ,N, are given from equation (50) by the ex-
pressions:

Vq(z) = (AqY (z)+BqE(z))
(
(1−δq)z−1

1−δqz−1

)
. (57)

Rearranging equation (57), we will get (for i = 1,2, . . . ,N):

Vq(z)
AqY (z)+BqE(z)

=
(1−δq)z−1

1−δqz−1 . (58)

The variables Xq(z), for q = 1,2, . . . ,N, are such that the above equation can be rewritten
as :

Vq(z)
Xq(z)

·
Xq(z)

(AqY (z)+BqE(z))
=

(1−δq)z−1

1−δqz−1 . (59)

Let Vq(z)
Xq(z)

= (1−δq)z−1 and Xq(z)

( AqY (z)+BqE(z))
= 1

1−δqz−1 , we will then have:

Vq(z) = (1−δq)z−1Xq(z),
(
1−δqz−1) Xq(z) = (AqY (z)+BqE(z)) . (60)

So, in the time domain, (for i = 1,2, . . . ,N), we will get:

vq(k) = (1−δq)xq(k−1), xq(k) = δqxq(k−1)+(Aqy(k)+Bqe(q)) . (61)

Hence, from equations (56) and (60), the digital simulation of the linear SISO frac-
tional order system described by the linear fractional order differential equation of equa-
tion (55) is given by:

y(k) =
N

∑
q=1

vq(k){
vq(k) = (1−δq)xq(k−1)
xq(k) = δqxq(k−1)+(Aqy(k)+Bqe(k))

for q = 1, 2, . . . , N

(62)
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Fig. 8 shows the proposed digital simulation using equation (62) of the linear SISO frac-
tional order system described by the differential equation of equation (55). This digital
simulation structure is also made of two parts as the analog one. The right part, a struc-
ture of parallel first order sub-systems representing the two last expressions of equation
(62), is completely independent of the fractional orders αi (0¬ i¬ L) and βi (0¬ j¬M)
of the linear fractional order differential equation of equation (55). Because it is fixed,
this part can be used for the digital simulation of any linear SISO fractional system de-
scribed by the linear fractional order differential equation of equation (55). The left part
of Fig. 8 is the same structure of the analog simulation of Fig. 7.

Figure 8: Digital simulation structure of the linear SISO fractional order system



NEW PERSPECTIVES OF ANALOG AND DIGITAL SIMULATIONS
OF FRACTIONAL ORDER SYSTEMS 109

3.4. Illustrative examples

In the first example we will consider a linear SISO fractional order system described
by the following linear fractional order differential equation:

D
√

5y(t)+20 D
√

3y(t)+3 D0.85y(t)+2y(t) = 3 D1.36e(t)+8e(t). (63)

Using Laplace transform of the above linear fractional order differential equation with
zero initial conditions, we will get:(

s
√

5 +20s
√

3 +3s0.85 +2
)

Y (s) =
(
3s1.36 +8

)
E(s) (64)

Y (s) = −
(

20
1

s(
√

5−
√

3)
+3

1

s(
√

5−0.85)
+2

1

s(
√

5)

)
Y (s)

(65)

+

(
3

1

s(
√

5−1.36)
+8

1

s(
√

5)

)
E(s).

In the frequency band [ωL, ωH] = [0.001 rad/s, 10000 rad/s] and for N = 22. The ra-
tional function approximation of the fractional integrators 1

s(
√

5−
√

3) , 1
s(

√
5−0.85) , 1

s
√

5 and
1

s(
√

5−1.36) are given as:

1

s(
√

5−
√

3)
∼=

22

∑
q=1

hq

(√
5−

√
3
)

1+ s
pq

,
1

s(
√

5−0.85)
∼=

22

∑
q=1

hq

(√
5−0.85

)
1+ s

pq
(66)

1

s(
√

5)
∼=

22

∑
q=1

hq

(√
5
)

1+ s
pq

,
1

s(
√

5−1.36)
∼=

22

∑
q=1

hq

(√
5−1.36

)
1+ s

pq

.

We note that all the poles of the rational function approximation of the above four analog
fractional order integrators are the same.

For ωc = 0.0005ωL = 5.0 · 10−7 and ωmax = 100ωH = 106, ε = 0.0691, the poles
pq and residues hq

(√
5−

√
3
)

, hq

(√
5−0.85

)
, hq

(√
5
)

and hq

(√
5−1.36

)
(for 1¬

q¬ 22) are given as:
pq = 10(0.5529q − 6.7156)

hq

(√
5−

√
3
)
=
(
1.4972 · 104)

21
∏

p=1

(
1−100.5529(q− p−

√
5+

√
3)
)

22
∏

p=1
p ̸=q

(
1−100.5529(q− p)

)
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hq

(√
5−0.85

)
=
(
2.4783 · 108)

21
∏

p=1

(
1−100.5529(q−p−

√
5+0.85)

)
22
∏

p=1
p ̸=q

(
1−100.5529(q−p)

)

hq

(√
5
)
=
(
1.0386 · 1013)

21
∏

p=1

(
1−100.5529(q−p−

√
5)
)

22
∏

p=1
p̸=q

(
1−100.5529(q−p)

)

hq

(√
5−1.36

)
=
(
2.6857 · 105)

21
∏

p=1

(
1−100.5529(q−p−

√
5 +1.36)

)
22
∏

p=1
p ̸=q

(
1−100.5529(q−p)

)
Hence, the analog simulation of the linear SISO fractional order system described by the
linear fractional order differential equation of equation (63) is given by:

y(t) =
N

∑
q=1

vq(t)

dvq(t)
dt

=−pqvq(t)+ pq (Aqy(t)+Bqe(t)) , for q = 1, 2, . . . , 22

(67)

where, for 1¬ q¬ 22, pq is as above; Aq and Bq are given as:

Aq =−



20


(
1.4972 · 104)

21
∏

p=1

(
1−100.5529(q−p−

√
5+

√
3)
)

22
∏

p=1
p ̸=q

(
1−100.5529(q−p)

)
+

3


(
2.4783 · 108)

21
∏

p=1

(
1−100.5529(q−p−

√
5+0.85)

)
22
∏

p=1
p̸=q

(
1−100.5529(q−p)

)
 +

2


(
1.0386 · 1013)

21
∏

p=1

(
1−100.5529(q−p−

√
5)
)

22
∏

p=1
p̸=q

(
1−100.5529(q−p)

)




=
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=



[(
2.9944 · 105) 21

∏
p=1

(
1−100.5529(q−p−

√
5+

√
3)
) ]

+[(
4.9944 · 108) 21

∏
p=1

(
1−100.5529(q−p−

√
5+0.85)

)]
+[(

2.0772 · 1013) 21

∏
p=1

(
1−100.5529(q−p−

√
5)
)]


22
∏

p=1
p ̸=q

(
1−100.5529(q−p)

)

Bq =



3


(
2.6857 · 105)

21
∏

p=1

(
1−100.5529(q − p −

√
5 +1.36)

)
22
∏

p=1
p̸=q

(
1−100.5529(q − p)

)
 +

8


(
1.0386 · 1013)

21
∏

p=1

(
1−100.5529(q − p −

√
5)
)

22
∏

p=1
p ̸=q

(
1−100.5529(q− p)

)




=

=



[(
4.9944 · 108) 21

∏
p=1

(
1−100.5529(q − p −

√
5 + 1.36)

)]
+[(

8.0571 · 109) 21

∏
p=1

(
1−100.5529(q− p −

√
5)
) ]


22
∏

p=1
p̸=q

(
1−100.5529(q− p)

)
The numerical solution of the differential equation of equation (63) is given as follows:y(k) =

N

∑
q=1

vq(k)

vq(k) =− δqvq(k−1)+(1−δq) (Aqy(k−1)+Bqe(k−1)) , for q = 1, 2, . . . ,22
(68)

where, for a sampling period T = 0.002 s δq = exp(−T pq) = exp
(
−10(0.5529q−9.4146)

)
(for 1 ¬ q ¬ 22). Fig. 9 shows the step responses of the linear SISO fractional order
system described by the linear fractional order differential equation of equation (63)
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using the MATLAB function fode sol() [4] and using the proposed approximation
structure of equation (68).

Figure 9: Step responses of the fractional order system of eqn. (63) using the proposed
structure and the MATLAB function fode sol()

• using MATLAB function fode sol() [24]:

for e(t) = u(t), the step response of the linear fractional order differential equation
of equation (63) is obtained as:

a=[1 20 3 2]; na=[sqrt(5) sqrt(3) 0.85 0]; b=[3 8];
nb=[1.36 0]; t=0:0.002:80; u=ones (size(t))

y = fode sol(a,na,b,nb,u,t)

The digital simulation of the linear SISO fractional order system described by the
linear fractional order differential equation of equation (63) is given by:

{
vq(k) = (1−δq)xq(k−1)
xq(k) =−δqxq(k−1)+( Aqy(k)+Bqe(k))

, for q = 1, 2, . . . ,22

y(k) =
N

∑
q=1

vq(k)
(69)

where, for 1 ¬ q ¬ 22, δq, Aq and Bq are as above; and the sampling period
T = 0.002 s.
In the second example a more oscillatory linear SISO fractional order system
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is considered. It is described by the following linear fractional order differential
equation:

D2.45y(t)+10 D1.87y(t)+D0.58y(t)+10 y(t) = 10 e(t) (70)

whose transfer function is given as:

H(s) =
Y (s)
E(s)

=
10

s2.45 +10 s1.87 + s0.58 +10
. (71)

For N = 22 and for [ωL,ωH ] = [0.01rad/s 1000rad/s] the parameters ωc, ωmax and
ε are:

ωc = 0.005ωL = 5 · 10−5, ωmax = 100ωH = 106, ε = 0.0579

Then, for a sampling period T = 0.002 s, the numerical solution of the linear
fractional order differential equation of equation (70) is given as follows:

vq(k) =−δqvq(k−1)+(1−δq)(Aqy(k−1)+Bqe(k−1)) , for q = 1, 2, . . . , 22

y(k) =
N

∑
q=1

vq(k)

(72)
where, for 1¬ q¬ 22, δq, Aq and Bq are given as:

δq = exp(−T pq) , Aq =−
{

hq(0.58)+hq(1.87)+10hq(2.45)
}
, Bq = 10hq(2.45)

with
pq = 10(0.4630q−4.6482)

hq(0.58) =
(
3.0472 · 102)

21
∏

p=1

(
1−100.4630(q−p−0.58)

)
22
∏

p=1
p ̸=q

(
1−100.4630(q−p)

)

hq(1.87) =
(
2.8177 · 107)

21
∏

p=1

(
1−100.4630(q−p−1.87)

)
22
∏

p=1
p̸=q

(
1−100.4630(q−p)

)

hq(2.45) =
(
2.7008 · 109)

21
∏

p=1

(
1−100.4630(q−p−2.45)

)
22
∏

p=1
p̸=q

(
1−100.4630(q−p)

)
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Figure 10: Step responses of the fractional order system of eqn. (70) using the proposed
structure and the MATLAB function fode sol()

Fig. 10 shows the step responses of the linear SISO fractional order system of
equation (70) using the MATLAB function fode sol() [24] and using the pro-
posed approximation structure of equation (72).

• using MATLAB function fode sol() [24]:

for e(t) = u(t), the step response of the linear fractional order differential equation
of equation (70) is obtained as:

a=[1 10 1 10]; na=[2.45 1.87 0.58 0]; b=[1 0]; nb=[0];
t=0:0.002:60; u=ones (size(t))

y = fode sol(a,na,b,nb,u,t)

4. Conclusion

In this paper, an original structure of the fractional order integrator has been pre-
sented to facilitate the analog and the digital simulations of the fractional order inte-
grators and systems as well as the numerical resolution of the linear fractional order
differential equations. The proposed simulation structure of the fractional integrator s−m

is composed of two parts. The right part is a fixed structure made of parallel first order
regular systems which are completely independent of the fractional order m designed
only once for m = 0.5. So, this part can be used for the simulation of the fractional inte-
grator of any fractional order m > 0. The left part is a structure composed of an ensemble
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of functions depending on the fractional order m only. Then, the proposed fractional or-
der integrator structure has been extended to the analog and digital simulations as well as
the resolution of the linear fractional order systems described by the linear fractional or-

der differential equation
L
∑

i=0
aiDαiy(t) =

M
∑
j=0

b jDβ j e(t). The analog or digital simulation

structures obtained are also composed of two connected parts. The right part is exactly
the right part of the fractional order integrator. In this case it is also completely indepen-
dent of the fractional orders αi (0 ¬ i ¬ L) and βi (0 ¬ j ¬M) of the above differential
equation; so it can be used for the simulation of any linear SISO fractional order system
described by the linear fractional order differential equation. The left part is an ensemble
of functions depending on the derivative orders αi (0 ¬ i ¬ L) and βi (0 ¬ j ¬M) and
the model coefficients ai (for 1 ¬ i ¬ L) and bi (0 ¬ j ¬ M) of the above differential
equation.

Some illustrative examples have been presented to show the efficiency and the effec-
tiveness of the proposed simulations and resolution techniques. The step responses of the
fractional integrator and the fractional order system using the proposed method are com-
pared to those obtained using the Grunwald-Letnikov’s fractional derivative definition.
The comparison results were very satisfactory.

It is also worth mentioning that the proposed structures have practical significance to
circuit designers who would be interested in the hardware implementation of the linear
fractional order operators and systems in the fields of control system, signal process-
ing and identification. In the future, the use of the proposed fractional order integrator
structure for the simulation of variable order integrators and systems will be investigated.
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Eigenvalue assignment in fractional descriptor
discrete-time linear systems

TADEUSZ KACZOREK and KAMIL BORAWSKI

The problem of eigenvalue assignment in fractional descriptor discrete-time linear systems
is considered. Necessary and sufficient conditions for the existence of a solution to the problem
are established. A procedure for computation of the gain matrices is given and illustrated by a
numerical example.

Key words: eigenvalue assignment, fractional, descriptor, discrete-time linear system, gain
matrix.

1. Introduction

A dynamical system is called a fractional-order system if its state equations are given
by fractional-order derivative of state vector. Mathematical fundamentals of the frac-
tional calculus are given in the [23, 25, 26]. The standard and positive fractional linear
systems have been investigated in [18, 24] and the positive fractional linear electrical
circuits in [20]. Some recent interesting results in the fractional systems theory and its
applications can be found in [8, 27, 28, 30].

Descriptor (singular) linear systems were considered in many papers and books [1-7,
9-11, 17, 18, 22, 29, 31]. The positive standard and descriptor systems and their stability
have been analyzed in [13-16, 28]. Descriptor positive discrete-time and continuous-
time nonlinear systems have been analyzed in [10] and the positivity and linearization of
nonlinear discrete-time systems by state-feedbacks in [14]. New stability tests of positive
standard and fractional linear systems have been investigated in [12]. The controllability
of dynamical systems has been investigated in [21].

In this paper the eigenvalue assignment problem for fractional descriptor discrete-
time linear systems will be investigated and procedure for computation of the state-
feedback gain matrices will be presented.

The paper is organized as follows. In section 2 the problem of eigenvalue assign-
ment in fractional descriptor discrete-time linear systems is formulated. In section 3 the
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problem is solved and procedure for computation of the state-feedback gain matrices is
presented. Concluding remarks are given in section 4.

The following notation will be used: ℜ — the set of real numbers, ℜn×m — the set
of n×m real matrices and ℜn = ℜn×1, In — the n×n identity matrix, Z+ — the set of
nonnegative integers.

2. Problem formulation

Consider the descriptor discrete-time linear system

E∆αxk+1 = Axk +Buk, k ∈ Z+ = {0,1, ...} (1)

where xk ∈ ℜn, uk ∈ ℜm are the state and input vectors and E,A ∈ ℜn×n, B ∈ ℜn×m. The
fractional difference of the order α is defined by

∆αxk =
k

∑
i=0

(−1)k

(
α
i

)
xk−i,

(
α
i

)
=

{
1 for i = 0,

α(α−1)...(α−i+1)
i! for i = 1,2, ...

(2)

Substituting (2) into (1) yields

Exk+1 = Aαxk +
k+1

∑
i=1

ciExk−i+1 +Buk (3)

where

Aα = A+αE, ci = (−1)i

(
α

i+1

)
, i = 1,2, ... . (4)

It is assumed that rankE = r < n and rankB=m. In practical problems it is also assumed
that i is bounded by natural number h = k+1 > n. We may write the equation (3) in the
form

Ēx̄k+1 = Āx̄k + B̄uk, (5)
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where

Ā =



Aα c1E c2E · · · ch−1E chE
In 0 0 · · · 0 0
0 In 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · In 0


∈ ℜn̄×n̄, B̄ =



B
0
0
...
0


∈ ℜn̄×m,

(6)

Ē =



E 0 0 · · · 0
0 In 0 · · · 0
0 0 In · · · 0
...

...
...

. . .
...

0 0 0 · · · In


∈ ℜn̄×n̄, x̄k =



xk

xk−1

xk−2
...

xk−h


∈ ℜn̄, k ∈ Z+, n̄ = n(h+1).

Let us consider the system (1) with the state-feedback

ūk = K1x̄k+1 +K2x̄k (7)

where ūk ∈ ℜm is a new input vector and K1,K2 ∈ ℜm×n̄ are gain matrices. Substitution
of (7) into (5) yields

(Ē − B̄K1)x̄k+1 = (Ā+ B̄K2)x̄k. (8)

The problem can be stated as follows. Given E, A, B, α ∈ (0,1) find K1, K2 such that the
closed-loop system has desired eigenvalues z1, z2, . . . , zn, |zk|< 1, k = 1, . . .n.

3. Problem solution

The problem will be solved by the use of the following two steps procedure.

Step 1. (Subproblem 1) Find K1 such that Ē − B̄K1 = In̄.

Step 2. (Subproblem 2) Find K2 such that Ā+ B̄K2 has desired eigenvalues.

The first subproblem has a solution if and only if [3]

rank[ Ē B̄ ] = n̄, rank B̄ = m. (9)

Theorem 8 If the conditions (9) are satisfied then the equation

Ē − B̄K1 = In̄ (10)
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has the solution

K1 = {[B̄T B̄]−1B̄T +K[In̄ − B̄[B̄T B̄]−1B̄T ]}(Ē − In̄), (11)

where K is an arbitrary matrix.

Proof From (10) we have
B̄K1 = Ē − In̄. (12)

If conditions (9) are met then there exists the left pseudoinverse of the matrix B̄ given by
the formula [19]

B̄L = [B̄T B̄]−1B̄T +K[In̄ − B̄[B̄T B̄]−1B̄T ] (13)

and
K1 = B̄L(Ē − In̄) = {[B̄T B̄]−1B̄T +K[In̄ − B̄[B̄T B̄]−1B̄T ]}(Ē − In̄), (14)

which is equivalent to (11).

Remark 1 In particular case when K = 0 we have

K1 = [B̄T B̄]−1B̄T (Ē − In̄) =
[
[BT B]−1BT (E − In) 0 · · · 0

]
(15)

and then
K1x̄k+1 = [BT B]−1BT (E − In)xk+1. (16)

The second subproblem will be solved substituting (10) into (8). Thus we have

x̄k+1 = (Ā+ B̄K2)x̄k. (17)

Theorem 9 There exists a matrix K2 such that the matrix Ā+ B̄K2 has the desired eigen-
values λk, k = 1, . . . , n̄ if and only if the pair (Ā, B̄) is controllable.

Proof The proof is given in [11].

To solve the problem one of the well-known methods [11] can be applied. To sim-
plify the notation we consider the single-input system (17) with a controllable pair (Ā, B̄).
Following [11] there exists a matrix

P =


p1

p1Ā
...

p1Ān̄−1

 (18)
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that transforms every controllable pair (Ā, B̄) to the canonical form

Ã = PĀP−1 =



0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
−ã0 −ã1 −ã2 · · · −ãn̄−1


, B̃ = PB̄ =



0
0
...
0
1


. (19)

The vector p1 in (18) is the n̄-th row of the matrix

[ B̄ ĀB̄ · · · Ān̄−1B̄]−1. (20)

The characteristic polynomial of the matrix Ã has the form

det[In̄z− Ã] = zn̄ + ãn̄−1zn̄−1 + ...+ ã1z+ ã0 (21)

and the characteristic polynomial of the closed-loop system matrix Ã+ B̃K2 has the form

det[In̄z− Ã− B̃K2] = zn̄ + d̃n̄−1zn̄−1 + ...+ d̃1z+ d̃0. (22)

The matrix satisfying (22) is given by

K2 = [ d̃0 − ã0 d̃1 − ã1 · · · d̃n̄−1 − ãn̄−1 ]. (23)

The considerations can be easily extended to multi-input systems [11].

From the above we have the following procedure.

Procedure 1.

Step 1. Knowing A, B, E, α choose h > n and compute the matrices Ā, B̄, Ē defined
by (6).

Step 2. Check the conditions (9), then using Ē and B̄ compute K1 defined by (11).
In particular case when K = 0 we can use matrices E and B (see (15)).

Step 3. Applying one of the well-known methods [11] and using Ā, B̄ compute K2
such that the matrix Ā+ B̄K2 has the desired eigenvalues λk, k = 1, . . . , n̄,
Reλk < 0. The method for single-input systems presented above
can be used.

Example 1 Consider the fractional descriptor discrete-time linear system (1) with the
matrices

E =

 1 0 0
0 1 0
0 0 0

 , A =

 0 1 0
0 0 1
1 0 0

 , B =

 0
0
1

 (24)
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and α = 0.5. Find K1 and K2 such that the closed-loop system has the eigenvalues
λk = 0, k = 1, . . . ,9. Using the Procedure 1 we obtain the following.

Step 1. Step 1. We choose h = 2. From (6) we have

Ā =



0.5 1 0 0.125 0 0 0.0625 0 0
0 0.5 1 0 0.125 0 0 0.0625 0
1 0 0.5 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0


,

Ē =



1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1


, B̄ =



0
0
1
0
0
0
0
0
0


.

(25)

Step 2. The conditions (9) are satisfied. Using (25) with (11) for
K = [ 1 0 0 0 0 0 0 0 0] we obtain the first gain matrix

K1 = [ 0 0 −1 0 0 0 0 0 0 ]. (26)

It is easy to check that Ē − B̄K1 = I9.

Step 3. Step 3. Using the presented algorithm for single-input systems we compute the
matrix
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[ B̄ ĀB̄ · · · Ān̄−1B̄]−1 = (27)

=



0 0 1 −1 0 −0.5 0 0 0
0 0 0 0 0 −1 −1 0 −0.5

−13.5 0.5 0 5.5 10.5 −0.5 2.4 3.1 5.4
54 52 0 −48 −96 −52 3.3 22.7 9.2
82 370 0 −2 −248 −370 −49.3 −104.8 −29.2

−688 −1656 0 376 1776 1656 114 84 −174
384 1056 0 −160 −984 −1056 −104 −156 24

−1024 −2368 0 576 2560 2368 160 112 224
640 1408 0 −384 −1600 −1408 −80 −16 176


The vector has the form

p1 = [ 640 1408 0 −384 −1600 −1408 −80 −16 176 ]. (28)

Using (18) we compute the matrix

P =



640 1408 0 −384 −1600 −1408 −80 −16 176
−64 −256 0 0 160 256 40 −88 40
−32 −32 0 32 56 32 −4 −16 −4
16 8 0 −8 −20 −8 −2 −2 −2
0 0 0 0 −1 0 1 0.5 1
0 −1 0 1 0.5 1 0 0 0
1 0 0 0 −0.1 0 0 −0.1 0

0.5 0.9 0 0.1 −0.1 0.1 0.1 0 0.1
0.4 0.9 1 0.1 0.1 0.1 0 0.1 0


(29)

which transforms the pair (Ā, B̄) to the canonical form (see (19))

Ã =



0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 −0.002 −0.0117 −0.0234 −0.0781 1.125 −0.5 1.5


,
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(30)
B̃ = [0 0 0 0 0 0 0 0 1]T .

Using (23) we have the second gain matrix

K2 = [ 0 0 −0.002 −0.0117 −0.0234 −0.0781 1.125 −0.5 1.5 ]. (31)

The closed-loop system matrix is given by

Ã+ B̃K2 =



0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0


(32)

and has desired eigenvalues λk = 0, k = 1, . . . ,9.

4. Concluding remarks

The problem of eigenvalue assignment in fractional descriptor discrete-time linear
systems has been considered. Necessary and sufficient conditions for the existence of a
solution to the problem have been established. A procedure for computation of the gain
matrices has been given and illustrated by a numerical example.

The considerations can be extended to fractional descriptor continuous-time linear
systems.
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