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Abstract 

Graphene is a very promising material for potential applications in many fields. Since manufacturing technologies 

of graphene are still at the developing stage, low-frequency noise measurements as a tool for evaluating their 

quality is proposed. In this work, noise properties of polymer thick-film resistors with graphene nano-platelets as 
a functional phase are reported. The measurements were carried out in room temperature. 1/f noise caused by 

resistance fluctuations has been found to be the main component in the specimens. The parameter values describing 

noise intensity of the polymer thick-film specimens have been calculated and compared with the values obtained 

for other thick-film resistors and layers used in microelectronics. The studied polymer thick-film specimens exhibit 

rather poor noise properties, especially for the layers with a low content of the functional phase. 

Keywords: graphene, polymer thick-film resistor, low-frequency noise, noise measurements. 
 

© 2017 Polish Academy of Sciences. All rights reserved

 

1. Introduction 
 

Graphene is a very promising material for potential applications in many fields, especially 
in micro- and nano-electronics. Its outstanding properties make it an ideal material for various 
applications, e.g. optoelectronics [1], RF communications [2], strain and pressure sensors [3, 4]. 

Due to its very high thermal conductivity, graphene is also used in electronic devices as a heat 
dissipation material [5]. One more application of graphene is its use as a conducting material in 

polymer resistors. Polymer thick-film resistors (PTFRs) have many advantages, among others 
a wide resistivity range, low processing temperature, low cost. Although they have been used 

in electronics for many years, they are considered as good candidates for the next generation of 
functional electronic components, especially due to their flexibility [6, 7]. Manufacturing 
technologies of this material are still in the developing stage. Therefore, many works dealing 

with PTFRs are focused on their electrical properties [8−10]. It is also well known that low-
frequency noise measurements can be used as a tool for evaluating material quality. In this 
work, noise properties of polymer thick-film resistors, made of polymer and graphene, are 

studied in order to evaluate quality of the studied material.  
 

2. Experiment 

 

2.1. Specimens 

 
Specimens for the measurements were manufactured in the thick-film technology. 

A resistive layer in PTFR specimen contains graphene nanoparticles dispersed in a polymer 
vehicle. Graphene nanoparticles were prepared from graphite using a modified Hummer’s 
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method, acquired from Cheap Tubes Inc. Characteristic dimensions, estimated from Scanning 

Electron Microscope (SEM) observations, were 10 nm for average thickness and 15 µm for 
average particle diameter. The polymer vehicle selected to prepare the ink for printing was a 

solution of Mw 350 000 poly-methyl metacrylate (PMMA) in diethylene glycol butyl ether 
acetate (8 wt.%). Compositions of graphene nanoparticles in PMMA polymer vehicle were 

prepared with a modified mixing process used in thick-film material preparation. The main 
purpose of the mixing process is to prepare a well-dispersed paste without agglomerates. This 
was achieved by the sonication of carbon nanomaterials with dispersing agents in toluene for 

60 minutes at room temperature. Malialim AKM-0531 dispersing agent provided by NOF 
Corporation was used for the surface treatment of carbon powders, to improve dispersion. 

Addition of 5 wt.% of the dispersing agent in respect to the weight of carbon fillers was 
sufficient to break agglomerates. After the partial evaporation of toluene, all specimens were 
mixed with PMMA vehicle in a mortar for 15 minutes. Afterwards, the pastes were 

homogenised on a three-roll mill with silicon carbide (SiC) rollers and a 5 µm gap. The 

specimens patterned into multi-terminal devices (see Fig. 2) of size 1 × 5 mm were printed with 
an AMI Presco 242 screen printer with 200 mesh stainless steel screens. Afterwards, the layers 

had been cured in 120ºC for one hour. Film thickness was estimated to be 10 µm. A SEM 
picture of cross-section of resistive layer after firing is shown in Fig. 1.  

 
 

 

Fig. 1. A SEM picture of resistive layer. 

 

2.2. Measurement setup 
 
Low-frequency noise measurements have been performed in the dc Wheatstone bridge 

configuration. To dump fluctuations of the bias source voltage, a low-pass filter with a large 
time constant was placed between the dc source and the bridge. In the upper arms of the bridge, 
wire-wound resistors with a resistance much higher than that of specimens have been placed. 

The specimens were placed in the bottom arms of the bridge (Fig. 2). As thick-film resistors 
have been printed in pairs (on one substrate), two PTFR specimens of nearly the same resistance 
have been used. A noiseless wire-wound variable resistor has been connected in series with one 
of the PTFRs to enable balancing of the bridge. The amplified voltage signal from the bridge 

diagonal has been low-pass filtered and converted to digital samples in the data acquisition 
(DAQ) board. Then power spectral densities (PSDs) of voltage fluctuations SVs have been 

calculated.  
The specimens have been mounted on a heat plate which temperature can be precisely 

controlled by an external temperature controller. The measurements were performed as a 

function of bias at room temperature. 
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Fig. 2. The measurement setup. 

 
 

3. Results 

 

3.1. Noise intensity 
 

In order to identify noise components, PSDs (SVs) of voltage fluctuations have been 

measured for several sample voltages, Vs. Then excess noise spectra have been calculated as 

SVex = SVs – SVs=0, where SVs=0 is the background noise, i.e. a PSD measured at Vs = 0. 

The resulted excess noise spectra measured at room temperature are plotted in Fig. 3. 

 

 

Fig. 3. The excess noise spectra, SVex, measured at room temperature for different bias voltages together  

with the background noise spectra, SVs = 0. 

 

Since the observed spectra SVex(f ) exhibit 1/f dependence, the product f SVex is frequency-

independent. After averaging in some frequency band, ∆f, it can be used as a reasonable 

measure of noise intensity. The data in Fig. 4 reveal that the noise intensity, 〈f SVex〉∆f, scales 

linearly with the sample voltage squared. Usually, such a behaviour is interpreted as the 
evidence that 1/f noise is caused by the resistance fluctuations [11].  
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Fig. 4. The noise intensity, 〈 f SVex 〉∆f, vs. sample voltage, Vs, for a PTFR specimen calculated for different 

frequency bands (points). The approximating line has a slope of 2.  

The measurements were carried out at room temperature. 

 

It stems from the observed scaling that the quantity 〈f SVex〉∆f/(Vs)2, which can be termed 

relative noise intensity, is voltage-independent and can be used to compare noise properties 
of different specimens, however of the same volume. This conditioning arises from the Hooge’s 
phenomenological formula [12]: 

 
Nf

V
S
V

2

~ , (1) 

where N is the total number of carriers in a specimen which is proportional to the specimen 
volume. 

 

3.2. Noise of resistive layer 
 

In order to compare noise properties of different materials, a parameter C ≡ volume⋅〈fSVex〉∆f 

Vs
−2, independent of the specimen volume, should be used. The values of this parameter, 

evaluated for the studied PTFR specimen, are gathered in Table 1 and plotted in Fig. 5 as a 
function of specimen’s resistivity. Another parameter, which is considered as a figure of merit 

in respect to 1/f noise and quality of the technology, is a ratio K ≡ C/ρ, where ρ is resistivity 

[13]. The parameter K is also independent of specimen’s size and dimensions. The values of this 
parameter are also provided in Table 1 as well as in Fig. 5. 

 
 

Table 1. The parameter values of the studied PTFR specimens. 

Graphene 
content, wt % 

 

ρ, Ω cm 

 

K, µm2/Ω 

 

C, m3 

24 2.43⋅10–3 3.13⋅10–8 7.61⋅10–25 

5 0.488 2.87⋅10–6 1.40⋅10–20 

4 0.736 1.39⋅10–6 1.02⋅10–20 
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Fig. 5. The values of C and K parameters for different graphene-polymer thick-film resistors  

compared with those of other types of TFRs. 

 

The values of C and K obtained for the studied PTFRs are compared with the values for other 
thick-film resistors used in microelectronics, especially those that use a polymer matrix. These 

values are presented in Table 2 and in Fig. 5. All of them are considerably lower. So one can 
conclude that noise properties of the studied specimens are rather poor and therefore the 

technology should be further improved, especially for the layers with a low content of the 
functional phase. 

 
Table 2. The values of parameter K for various thick-film resistors (CNT – carbon nanotubes,  

MSCB – medium structure carbon black, HSCB – high structure carbon black). 

Thick-film resistor type K, µm2/Ω 

RuO2 on LTCC substrate [17] 2.5·10–11 

RuO2 on alumina substrate [17] 4·10–10 

Bi2Ru2O7 [17]  2·10–9 

CaRuO3 [15] 2·10–8 

poly/CNT [7] 3.3·10–9 

polymer+carbon black: MSCB, graphite+MSCB, HSCB [8] 4.3·10–11, 4·10-8, 2.7·10–11 

 
 

4. Summary 

 
1/f noise caused by resistance fluctuations has been found to be the main noise component 

in the studied specimens of polymer thick-film resistors. The values of noise parameter, either 
K or C, for PTFRs are substantially higher than those for other thick-film resistors used in 
microelectronics, especially for a low content of the functional phase. These observations might 

be helpful in further optimization of the technology process in order to gain a technological 
advantage. 
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Abstract 

Bluetooth beacons are becoming increasingly popular for various applications such as marketing or indoor 

navigation. However, designing a proper beacon installation requires knowledge of the possible sources of 

interference in the target environment. While theoretically beacon signal strength should decay linearly with log 

distance, on-site measurements usually reveal that noise from objects such as Wi-Fi networks operating in the 

vicinity significantly alters the expected signal range. The paper presents a novel mobile Geographic Information 
System for measurement, mapping and local as well as online storage of Bluetooth beacon signal strength in semi-

real time. For the purpose of on-site geovisual analysis of the signal, the application integrates a dedicated 

interpolation algorithm optimized for low-power devices. The paper discusses the performance and quality of the 

mapping algorithms in several different test environments. 
 

Keywords: beacon, mapping, GIS, geovisual analytics. 
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1. Introduction 

 
Mapping signal strength constitutes an important issue in many challenges, related e.g. to 

indoor navigation [1]. Because of this, effective methods of mapping signal strength have been 

the subject of intense research for many years. Thus far, construction of signal strength maps 
has required the use of a complex measuring setup [2], with the collected results being 
processed using a dedicated desktop [3] or cloud-based software [4]. This has been primarily 

accomplished by the interpolation algorithms such as Inverse Distance Weighting (IDW) [5] 

and kriging [6] which have shown to produce accurate signal maps [7−10] at the cost of high 
computational complexity [11, 12]. Because of this, the processes of data collection, analysis 
and visualization have often been performed in separate hardware and software environments 
[13]. Moreover, on-site visualization of collected data has only been available using a laptop or 

a terminal device acting as a client for a cloud-based processing system [14]. However, recent 
developments in modern libraries dedicated to processing of geographical data have introduced 

the potential of collection, display and analysis of spatial data within a single instance of a 
Geographic Information System (GIS) [15, 16]. In addition, the successive advancements in the 
development of high-performance mobile devices has opened a pathway to the integration 

of data collection, storage, visualization and analysis on a single battery-powered device. 
In-situ interpolation, mapping and analysis of signal strength data could quickly identify 

possible sources of interference and thus significantly improve e.g. the process of planning 
Bluetooth beacon placement for optimal area coverage. However, because the established data 
interpolation algorithms such as kriging and IDW are too computationally complex to use them 

on mobile devices, no such tools have been created thus far. In the above context, we propose 
a new mapping and analysis algorithm, optimized for use in real time on mobile devices and 
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designed in accordance to the paradigms of Geovisual Analytics. The algorithm has been 

implemented and tested as part of a novel mobile Geographic Information System for dynamic 
collection, mapping and analysis of Bluetooth beacon signal strength for the purpose of indoor 
applications. In the paper we compare the performance and interpolation quality of the proposed 

algorithm with those offered by IDW and kriging for the same datasets. The interpolation results 
are cross-validated with in-situ measurements, and the uncertainty of produced maps is 

discussed. Finally, we present details of the mobile GIS architecture and discuss the results 
of testing the system in three distinct indoor environments. 
 

2. Materials and methods 

 

Recently, more and more indoor services (including e.g. direct marketing or navigation) are 
provided using electronic beacons. A beacon broadcasts its unique identifier to nearby 
electronic devices using a standard protocol and frequency. The most commonly used electronic 

beacons employ the Bluetooth Low Energy (BLE) standard, which has been introduced in 
version 4.0 of the Bluetooth specification [17]. Because BLE-compliant devices are not meant 

to transmit large volumes of data, the protocol has instead been optimized to provide stable 
connections in a range of 5 m to 15 m at very low power requirements [18]. Single-mode 
devices which only support BLE are commonly referred to as beacons. Beacons may be used 

together with any dual-mode Bluetooth 4.0 compliant device, which includes most modern 
smartphones [19]. Beacons are characterized by several parameters, many of which can usually 

be modified to some extent by the user. These include the device's transmit rate and power, its 
Universally Unique Identifier (UUID) as well as the communication protocol. Depending on 
the device and its configuration, Bluetooth beacons may continuously operate even for a few 

years [20]. 
The currently available beacons can be configured to operate using a variety of protocols. 

The most popular ones are iBeacon (developed by Apple Inc.) and Eddystone (developed by 
Google Inc.). The iBeacon protocol is a multi-purpose tool based on Bluetooth low energy 

proximity sensing. The protocol supports detection of devices which come into proximity to a 
single beacon, as well as monitoring the events of devices entering specific regions defined by 
a network of beacons [21]. However, because iBeacon is a proprietary protocol, building a 

universal signal analysis solution requires the use of an open protocol such as Eddystone. [22]. 
The Eddystone protocol is also based on the BLE standard, however it is an open specification 

released under the Apache 2.0 license, which makes it a cross-platform one and free to use. 
Currently, Eddystone supports broadcasting several types of frame data, including [23]: 

− Eddystone-UID which sends out a unique identifier of the beacon, allowing for its 
identification by compatible devices in its proximity; 

− Eddystone-URL which transmits a web address; 

− Eddystone-TLM which transmits a set of the beacon’s parameters such as a battery level, 
temperature or humidity; 

− Eddystone-EID which broadcasts a dynamically changing Beacon ID, useful for security 
applications. 

Due to its openness and compatibility with a wide range of devices, Eddystone was selected 
as the protocol to be used during the presented research. As a source of signal for mapping, a 
selection of Bluetooth beacons implementing the Eddystone protocol was acquired. The 

beacons in question are shown in Fig. 1. 
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Fig. 1. Beacons used in the presented research  

(from left: AprilBeacon 227A, AprilBeacon sensor 401, Kontakt.io Smart Beacon). 
 
The detailed specifications of the beacons used in the presented research may be found in  

Appendix 1. 
For the purpose of mobile measurement and analysis of beacon signal strength, a dedicated 

Geographic Information System has been designed and implemented. The system was run on a 
Bluetooth 4.1 compatible smartphone with 2 GB of RAM and a quad-core Snapdragon 810 

processor working at a maximum frequency of 2 GHz under the control of Android 5.01 
operating system. The detailed architecture of the GIS as well as the principles of its operation 
are presented in the following section. 

 

2.1. System architecture and operation 
 
Electromagnetic signals exist in a common geographical context with other physical 

phenomena. In computer science, physical phenomena of various nature are commonly 

integrated, processed and analysed with the use of Geographic Information Systems [24, 25]. 
Although data integration and analysis has thus far been constrained to GIS running on Desktop 

or Server-class computer systems, the recent advancements in both cross-platform GIS libraries 
and mobile computing device performance has enabled the construction of an innovative 

solution which integrates data collection, processing and analysis on a single low-power mobile 
device. The architecture of the presented solution is shown in Fig. 2. 

The system is built using modern web-enabled technologies such as HTML5. This makes 

the system modules architecture-independent which enables their cross-platform deployment 
and reuse. Although the mobile application of the system is self-contained and provides whole 

necessary functionality directly on a mobile device, the system gives users the option of backing 
up their measurements on a remote server. 

When installed on an Android device, the Mobile application enables the collection of signal 
power data from the device’s Bluetooth radio. From the user’s perspective, the process involves 
placing the device in one of the designated measurement points, which are displayed on the 

device’s screen in the form of a grid overlaid on the map of the area. Points which have not yet 
been assigned any measurement values are presented on the map in red colour. The collected 

data are stored in the Signal buffer, where they are averaged over a user-selectable period 
of time (by default, the application averages 30 consecutive measurement results). The data 
averaged by the Signal buffer are then passed on to the Database management module. The 

Database management module pre-processes the collected data for storage in a database. The 
data may be stored in the Local database as well as server-side, where they are received by the 

Front controller module and passed through the Server database management module. Once the 
data have been stored in a database, they may be displayed by the User interface module. Both 

the Database management and User interface modules are implemented using the Open-Source 
Convertigo platform, which delivers a secured and scalable cross-platform mobile development 
middleware [26]. The Local database may be pre-populated with a map of the relevant area, 
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which may be used as reference during measurements. The map is displayed by the system’s 

GIS module, which is also used to assign a geographical reference to the collected data. The 
module is built using the Open-Source OpenLayers library [27]. OpenLayers allows for the 
construction of interactive GIS applications for display and manipulation of vector and raster 

geospatial data, which can be obtained from local sources such as GML and GeoJSON files, or 
external ones through open protocols such as WMS and WFS. Aside from enabling the 

collection of measurements in a geographical context, the GIS module provides real-time 
interpolation and mapping of the measured signal strength with the application of Geovisual 
Analytics [28]. The Geovisual Analytics sub-module employs distance-weighted interpolation 

of the collected discrete measurement data into a continuous map which covers the entirety 
of the relevant area. Moreover, the Geovisual Analytics sub-module enables adaptive matching 

of the displayed interpolation’s colour palette to the current range of signal strength. The 
interpolated signal strength map is presented to the end user overlaid on the map of the relevant 
area. 

 

 
 

Fig. 2. Architecture of the system for mobile signal strength mapping and analysis. 

 
2.2. Signal interpolation and mapping algorithm 

 

Because the computational complexity of advanced interpolation algorithms such as IDW 
or kriging rises polynomially with the number of input points, computing high-resolution maps 

from a large number of measurements is not feasible on a mobile device. In response to this 
limitation, an optimized interpolation algorithm has been developed. The proposed algorithm 

assumes a regularized grid of input measurements which must be taken by the user. If a point 
cannot be measured (e.g. because of an obstacle), the value of signal at this point is interpolated 
using the closest known values in its horizontal and vertical neighbourhood on the grid. The 

final grid is then used to create a continuous map of the relevant area by interpolating values 
between neighbouring data points. The applied interpolation method, similarly to IDW and 

kriging, is derived from the Tobler Law [29] and uses distance weighting to estimate values for 
unmeasured locations. However, thanks to the grid generated in the first step of the algorithm, 
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the distances are only analysed in the local instead of global context, which brings significant 

time savings. In particular, the value of the proposed interpolation function for a point (x, y) is 
given by the formula: 

                                              ( ) ( ) ( )
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,

N

i i i
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f x, y = w x, y f x , y∑                                                           (1) 

where: N ϵ (1; 4) is a number of analysed neighbouring measurement points; f(xi,yi) is a signal 

value measured at point i and wi(x,y) is a weight of the i-th neighbouring measurement point, 
as per the uniform weight function: 
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In the above formula, a point (xi, yi) denotes the location of the i-th measured value and dx, 
dy are the x and y distances between adjacent measurement points in the grid.  

The performance of the proposed interpolation algorithm has been tested on a mobile device 
equipped with 2 GB of RAM and a Qualcomm Snapdragon 810 quad-core CPU working with 

a maximum frequency of 2.0 GHz. The tests measured time required for computation and 

rendering of a 1080 × 1100 pixel signal map interpolated from 165 measurement points from 
the Large Hall dataset (which is described in detail in Subsection 3.3). The performance was 

averaged over ten consecutive runs. As reference, the same dataset has been interpolated on the 
same device using javascript IDW implementation by Manuel Bär [30]. On average, the 
presented algorithm rendered the complete signal map in 531 ms, which means that a new 

interpolation is ready in less than a second after making a new measurement. For comparison, 
the IDW interpolation of the same dataset took on average 7302 ms. This difference is 

particularly significant because IDW is known to be one of the less computationally intensive 
interpolation methods, especially in comparison with kriging [31, 32]. 

The algorithm also compares favourably with other methods when it comes to interpolation 
quality. Fig. 3 presents a comparison of signal maps produced from the same dataset (the Small 
Flat dataset, described in detail in Subsection 3.3) by the proposed method as well as by the 

much more computationally complex IDW and Empirical Bayesian Kriging ones. 
 

 
 

Fig. 3. Interpolations of the same set of measurements by IDW (left), 

 the proposed method (centre) and kriging (right). 
 

As it can be observed in Fig. 3, the proposed method delivers a smooth interpolation which 
retains local details, very much like kriging. IDW on the other hand overly emphasizes the 
individual measurements, which results in a grid-like pattern on the interpolated map. 

In comparison with the proposed method, kriging predicts slightly lower signal strength values 
near the beacon (the area to the left shown in red colour), while IDW predicts a  lower signal 

strength value in the centre of the flat area (shown in shades of orange and yellow). At the same 
time, the differences between values interpolated by kriging and IDW may be found in every 

part of the flat area, however their average values are very similar. Computing the mean 
absolute deviation between the values of each map produces a relative uncertainty of 19% 
between the proposed method and kriging, 31% between the proposed method and IDW, and 

19% between kriging and IDW. 
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The assessment of relative interpolation quality of the proposed method requires cross-

validation of the interpolated values with in-situ measurements. For this purpose, the Small Flat 
dataset has been divided in two. A regular subset representing approximately 14% of all points, 

selected from every second row and column has been removed, and the remaining dataset has 
been used to perform interpolation using the proposed method as well as kriging and IDW. The 

smaller data subset was then used to sample the resulting rasters in the exact locations of the 
original measurements. Computing the mean absolute deviation between the original 
measurements and values predicted by each method produces a relative uncertainty of 31% for 

kriging, 35% for the proposed method and 50% for IDW. 
According to the Bluetooth specification, a signal recorded by a Bluetooth radio has a 

relative value uncertainty of 6% to 10% depending on the device [17, 33]. Assuming an average 
relative measurement uncertainty of 0.7% and the use of a low quality Bluetooth receiver, the 
signal maps produced by the presented system have a relative combined standard uncertainty 

of (0.192 + 0.352 + 0.12 + 0.0072)(1/2) = 41%. This is a very good result, considering the fact that 
if the same maps could be created on a mobile device by means of more advanced methods, 

their relative combined standard uncertainty would be 38% for kriging and 55% for IDW. 
As it can be seen, the initial research suggests that the proposed algorithm produces signal 

strength maps with a quality similar to the computationally-intensive kriging, while providing 
a significantly better performance on a mobile device than even the less computationally 
complex IDW. 

In the above context, the developed system has been tested in several different environments. 
The results of those tests are presented in the following section. 

 

3. Results and discussion 

 

Mapping signal strength indoors requires a reliable and appropriately powerful source. 
Because of this, it was necessary to test and compare characteristics of the three Bluetooth 

beacons in an open environment. First, every beacon was put in its maximum transmission 
power mode (where possible). Then, one after another, the beacons were placed on an elevated 

surface in an interference-free area and their signal decay characteristics were measured in one-
metre distances (every recorded value was averaged from 50 consecutive measurements). 

Finally, the results were analysed using the application’s measurement plot feature. The average 
relative uncertainty of the measurements was approximately 0.7%. The results may be found 
in Fig. 4. 

 

 

Fig. 4. Signal decay characteristics of the examined Beacons. 
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As it can be seen in Fig. 4, AprilBeacon 227A in its strongest configuration (signal power 

of 4 dBm) provided the best signal quality in an open environment, with the signal being 
readable even 25 m from the source. Despite the same power configuration (4 dBm), the signal 

produced by Kontakt.io was on average 6 dBm lower than AprilBeacon 227A. This may be 
attributed to the latter’s lack of an external antenna. The AprilBeacon sensor 401 provided the 

lowest signal power, on average 7 dBm weaker than Kontakt.io. Basing on the above results, it 
was decided that AprilBeacon 227A in its strongest configuration would be used for further 
measurements. 

Once the source of the signal was selected, the presented system has been applied to mapping 
and analysis of BLE signal strength in three different environments. The obtained results may 

be found below. 

 
3.1. Test environment 1: Empty Hallway 

 
The first test environment was an empty hallway with four closed wooden doors in the side 

walls. The walls are made of 12 cm-thick bricks. The main entrance to the hallway is through 

a glass door in the back. The wall opposite the main entrance has a line of glass windows. 
The floor is covered with lacquered rubber boards, while the suspended ceiling is made 

of drywall. The source beacon was placed to the right of the main entrance, approximately 1.2 
m above the floor. Fig. 5 presents the recorded Beacon signal strength map for this environment 

(the position of the beacon is marked with x). The measurements were performed in 1 m 
intervals, and every recorded value was averaged from 50 consecutive measurements. The 
average relative uncertainty of the measurements was 0.7%. 

 
 

 

Fig. 5. A beacon signal strength map for the Empty Hallway. Red colour denotes the highest recorded signal 

power (−59,2 dBm), while the lowest recognizable signal (−93,3 dBm) is represented with blue colour.  
 
The analysis of the signal strength map generated by the system shows some typical wave 

phenomena in the analysed environment. First of all, it is possible to observe a sharp drop in 

signal strength caused by the absorption of the signal through the wooden door on both sides 
of the hallway (points A). In those places a large part of the signal is radiated onto the outside 

corridors. A similar situation occurs at point B, where the signal is absorbed by the main 
entrance of the hallway. Interference was also likely caused by metal benches located near both 

side walls (points C) as well as a Wi-Fi router on the ceiling (point D). Further analysis revealed 
a decline in the signal strength at point E, which may be attributed to the interference caused 
by a Wi-Fi router on the lower floor.  
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3.2. Test environment 2: Large Hall 
 
The second test environment was a large hall with walls made of 30 cm-thick breezeblocks. 

The hall has two sets of wooden door with glass windows on opposite side walls. There are four 
concrete pillars in the hall, two near each of the side walls. The floor is covered with carpeted 

felt. The beacon was placed near the middle of the hall approximately 1.8 m above the floor. 
Fig. 6 presents the recorded Beacon signal strength map for this environment (the position of the 
beacon is marked with x). The measurements were performed in 1 m intervals and every 

recorded value was averaged from 50 consecutive measurements. The average relative 
uncertainty of the measurements was 0.7%. 

 

 
 

Fig. 6. A beacon signal strength map for the Large Hall. Red colour denotes the highest recorded signal power  

(−63,3 dBm), while the lowest recognizable signal (−93,1 dBm) is represented with blue colour. 
 
Some of the typical phenomena observed in the previous test environment may be seen here 

as well. This includes signal anomalies near the wooden doors (points A) as well as interference 
form Wi-Fi routers inside the hall (points B and C). Aside from those, it is also possible to 

discern signal occlusion caused by the four concrete pillars (points D). Moreover, it is easy to 
spot a general loss of signal strength in the area of the concrete pillars, which is likely due to 

scattering caused by the round shape and smooth surface of the pillars. Further analysis  
attributed the decline in the signal strength in points E and F to the interference caused by Wi-
Fi routers located on the upper floor.  

 

3.3. Test environment 3: Small Flat 
 
The final test environment was a flat in a five-storey building. The flat features load-bearing 

walls made of 35cm-thick concrete blocks and partition walls made of 12 cm-thick bricks. 
Ceilings are built of reinforced concrete with a thickness of 20 cm. The floor is covered with 
lacquered boards. The study area consists of a hallway, an office room with pieces of furniture 

such as desks, a kitchen and one room with plenty of free space. In order to minimize the impact 
of floor-level obstacles on the Fresnel zone, the beacon was mounted near the middle of the 

leftmost apartment wall at a height of 2.30 m. Fig. 7 presents the recorded Beacon signal 
strength map for this environment (the position of the beacon is marked with x). Because this 

space was considerably more tightly-packed than the previous ones, the measurements here 
were performed in 0.5 m intervals and every recorded value was averaged from 50 consecutive 
measurements. The average relative uncertainty of the measurements was approximately 

0.75%. 
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Fig. 7. A beacon signal strength map the Small Flat. Red colour denotes the highest recorded signal power  

(−44,3 dBm), while the lowest recognizable signal (−94,5 dBm) is represented with blue colour. 
 
The signal map presented in Fig. 7 enables one to easily identify potential sources 

of interference and assess their impact on the recorded signal strength. A sharp decrease in 
signal power is evident in point A, where a Wi-Fi router using the 2.4 GHz band was placed. 

A similar situation may be observed in point B, where a Wi-Fi client computer was located. 
Moreover, signal-shielding metal objects (such as a large wall-mounted heater) were situated 
in the vicinity of measurement point C. Similarly, kitchen appliances such as an oven and 

a dishwasher are responsible for noticeable decreases in the recorded signal power for point D. 
Further analysis revealed that the sharp drop in the signal power in point E was caused by a Wi-

Fi router located on the floor below. Analysis of the signal strength map of the entire apartment 
reveals a significant decline in strength of the signal passing through the brick walls of the room 

in the middle. Moreover, a decrease in the recorded signal power was even greater behind walls 
covered with ceramic tiles, such as those in the kitchen (around point D). 

 

4. Summary 

 

The paper presents the development and first field tests of an innovative mobile Geographic 
Information System for Bluetooth beacon signal mapping. Testing the system in several 

different environments has proved that it is capable of providing on-site signal strength 
interpolation and mapping in real time on  a plain smartphone with Android OS. Moreover, the 
applied dedicated interpolation algorithm has shown to produce relatively high quality results, 

comparable to those offered by kriging, and better than those provided by IDW (both of them 
being much more computationally complex interpolation methods). This being said, it should 

be noted that the applied mobile optimizations require the algorithm to work with a regularized 
measurement grid and thus should not be applied to the interpolation of sparse irregular 

measurements (which in turn are known to be handled properly by both kriging and IDW). Still, 
the applied optimizations enable the system to work in semi-real time, producing signal strength 
maps directly on a mobile device during measurements. Moreover, the system applies 

Geovisual Analytics for adaptive signal strength colour palette matching, which ensures good 
visibility of local signal power spikes and enables easy identification of possible sources 

of interference. The interpolated signal strength map is presented to the end user overlaid on 
the map of the relevant area. 

The presented results indicate that features like real-time signal measurement, interpolation 

and analytical mapping, coupled with cloud backup capabilities, make the system a flexible tool 
for researchers as well as engineers working on indoor beacon applications such as proximity 

sensing and navigation. 
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Appendix 1: Detailed specifications of used Bluetooth beacons 

 
Table 1. Specifications of Kontakt.io Smart Beacon. 

 

Parameter Value 

Transmission Power −30 dBm to 4 dBm 

Sensitivity −93 dBm 

Working temperature −20ºC to +60ºC 

Processor 32-bit Arm Cortex MO CPU core 

Bluetooth processor Nordic nRF51822 

Data rate 250 kb/s to 2 Mb/s 

Flash memory size 256 kB 

Ram size 16 kB  

Battery 1x 1000 mAh CR2477 

Exchangeable battery yes 

Battery life at 350 ms broadcast interval 2 years 

External antenna no 

Minimum number of units sold 3 

Price per unit 27 $ 
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Table 2. Specifications of AprilBeacon 227A. 
 

Parameter Value 

Transmission Power −23 dBm to 4 dBm 

Working temperature −40ºC to +85ºC 

Processor Texas instruments 8051 

Bluetooth processor Texas instruments CC2540 

Data rate 250 kb/s to 2 Mb/s 

Flash memory size 256 kB 

Battery 2x AAA (1000 mAh) 

Exchangeable battery yes 

Battery life at 100 ms broadcast interval 4,5 month 

External antenna yes, 50 Ω 

Price per unit 12 $ 

 
 

 

Table 3. Specifications of AprilBeacon sensor 401. 
 

Parameter Value 

Working temperature −40ºC to +85ºC 

Processor Texas instruments 8051 

Bluetooth processor Texas instruments CC2541 

Data rate 250 kb/s to 2 Mb/s 

Flash memory size 256 kB 

Ram size 8 kB  

Battery 1x 620 mAh CR2450 

Exchangeable battery yes 

Battery life at 100 ms broadcast interval 2 months 

Sensors Light sensor, accelerometer, vibration sensor 

External antenna no 

Price per unit 22 $ 
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Abstract 

Polymer-based capacitive humidity sensors emerged around 40 years ago; nevertheless, they currently constitute 
large part of sensors’ market within a range of medium (climatic and industrial) humidity 20−80%RH due to their 
linearity, stability and cost-effectiveness. However, for low humidity values (0−20%RH) that type of sensor 
exhibits increasingly nonlinear characteristics with decreasing of humidity values. This paper presents the results 
of some experimental trials of CMOS polymer-based capacitive humidity sensors, as well as of modelling the 
behaviour of that type of sensor. A logarithmic functional relationship between the relative humidity and the 
change of sensor output value at low humidity is suggested. 
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1. Introduction 
 

The modern humidity measurements in science and industry emerged around two centuries 
after the development of early instruments for temperature measurement. De Saussure (1783) 

built the first hair-tension hygrometer, based on the interaction of water molecules with keratin 
of a grease-free hair which has a polymeric structure. During the 19th century, a psychrometer 
was invented in 1825 (August) and later enhanced into an aspiration psychrometer (by 

Assmann, 1887, for high altitude balloons). Simultaneously, dew-point hygrometers were 
introduced (Daniell, 1820; Lambrecht, 1881) [1]. In the 20th century a lithium chloride-heated 

resistive sensor was proposed by Dunmore in 1938 (and patented in 1942) [2]. This sensor 
output an electrical signal and offered a shorter response time than former hygrometers; 

moreover, it was feasible to use it in constructing remote indication systems like radiosondes 
for meteorology. 

In 1973, the world’s first miniaturised thin-film polymer-based capacitive humidity sensor, 

trade-marked HUMICAP®, was introduced by Vaisala Oy company in two types: for 
radiosondes, and for general purpose use (e.g. in hygrometers, control systems) [3]. So, starting 

with humidity-dependent mechanical properties of the polymeric keratin structure of hair, 
hygrometry turned full circle back to polymeric humidity-sensing materials, due to their 
dielectric properties. The main competitor of the polymer-based design among humidity 

sensors is the aluminium oxide sensor [4]; also a thin-film porous structure, but prone to 
calibration drift and a low response rate, more expensive and more delicate than polymer-based 

sensors. The Al2O3-based sensors’ response signal is proportional to the absolute rather than 
relative humidity. 

A thin (ca. 1 μm) polymer film is advantageous, because the capacitance of a parallel-plate 

capacitor increases inversely proportionally to the film thickness. A thinner film could have 
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a less homogeneous structure. Even more important is the reduced response time of thin-film 

sensors for step changes of relative humidity (of the order of seconds). 
Since the sensor is a kind of capacitor, the thin film of polymer is sandwiched between two 

or three metallic electrodes, usually planar (devices with cylindrical geometry are tested as 

beneficial to obtain a shorter response time). The trouble with a two-electrode sandwich is that 
the upper electrode must be porous enough to allow water molecules to penetrate freely into the 

polymer layer, and at the same time the electrical continuity and imperviousness to non-water 
molecules must be secured. So, the optimum thickness for used metals (gold, chromium, nickel) 
is ca. 10 nm [5]. Connection of such an ultra-thin metal layer to an electric tap is a difficult 

technological operation. To avoid this, in many arrangements the upper porous thin electrode 
is not connected, since as a zero-potential one it ensures parallel running of the electric field 

lines through the polymer. The two electrically contacted, interdigitated bottom electrodes are 
placed on a thick and stiff glass substrate. 

In some devices, the upper electrode is thick but comb-shaped, to allow better, rapid 

penetration of water molecules into polymer, although then the active surface of capacitor is 
reduced by half. In another design only two bottom interdigitated electrodes are applied without 

the upper porous electrode, and the polymer film is deposited in the last stage of fabrication 
process; however, the lines of electric field are curved and not parallel. 

Many polymeric materials have been tested as humidity sensitive layers, the main feature 

of which is the presence of a so called free volume, estimated at around 30% of the total volume 
of the layer. The free volume is a network composed of pores, micro-voids (cavities) and micro-

channels, interconnected and characterised by statistical distributions. The polymers for 
humidity capacitive sensors should be thermally stable and chemically resistive, and the 
polymer relative permittivity should be low (within a range from 3 to 10 [6]). The detailed 

composition of a polymer is usually a top secret of its manufacturer. 
More than 70% of all humidity sensors are the polymer-based capacitive sensors [7], because 

they offer a very broad range of quasi-linear characteristic of change in output signal versus 

relative humidity (usually 20−80% RH, and 10−90% RH in improved designs). In a range 

of 90−100% RH the long-term stability of the sensors becomes poor, hysteresis large, and 

permanent offset to the sensor can remain. On the side of low humidity: 0−10 (20)% RH, the 

static characteristic’s linearity falls off, and the response time becomes longer; on the other 
hand, hysteresis is negligible. 

In many applications, like generation of pure materials (e.g. gases [8]), detection of a trace 

moisture content in natural gas pipelines, drying of solid materials, in meteorology [9] at high 
altitudes (climate change studies), or in cosmonautical observations [10, 11], the measurement 

of low humidity is essential. Some companies meet that need with sensors dedicated to low 
humidity (e.g. HM-1520 Humirel, DRYCAP® DMT 150 Vaisala Oy, K5-W IST AG, 
HC103M2 E+E Elektronik Ges.m.b.H). For better understanding of different behaviour of the 

polymer-based capacitive sensors at low and medium humidities, a model of their 
characteristics at low humidity would be useful. 

In this paper, some novel measurement results are presented, and an attempt to suggest 
possible explanation of the behaviour of the polymer-based capacitive sensors at low humidity 

is made. Many manufacturers of such sensors often report only a drop in sensor’s accuracy in 
a range of low humidity (the value of maximum error). If a relationship between the low RH 
values provided by the sensor and the reference values was established, it would help to perform 

measurements in this range with better accuracy. 
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2. Modelling of polymer-based capacitive humidity sensors 

 

First of all, it should be reminded that no “air saturation with water vapour” takes place. The 
“saturation” process in a “vacuum – liquid water” system is profoundly the same as in an “air 

– liquid water” one, and ruled by the Boltzmann’s distribution of energy of water molecules on 
the surface of liquid phase. The amount of water vapour depends on the number of water 

molecules that reached the “escape energy” limit at the right tail of distribution, which in turn 
depends on the absolute temperature. The term “saturation” means here the state of dynamic 
equilibrium between liquid water and water vapour. 

When in 1980’s extensive research on polymer materials for humidity sensors has begun, 
the question of the theory of polymer-based capacitive humidity sensors operation was posed. 

If the relative humidity is defined as a ratio of the partial pressure of water vapour pwv and the 
partial pressure of the saturated water vapour ps at the same temperature, then how can the 
polymer-based sensors respond to that relative, instead of absolute humidity (as Al2O3-based 

sensors do respond)? 
In 1985, Denton et al. [12] suggested that the water molecules follow the Fickian diffusion, 

and that the molecules inside pores in the polymer layer are in the vapour phase. However, that 
model did not explain why the number of water molecules should be proportional to the relative 
humidity. Also, the number density of water molecules in vapour (or specific humidity) is much 

less than the number density of water molecules in liquid water inside pores. 
In 1995 Anderson [13] proposed an alternative model of operation of the polymer-based 

capacitive sensors. Since water molecules are very small (ca. 0.2 nm) and highly polar, all solid 
surfaces in contact with air are coated with a layer of physio-sorbed water molecules, attracted 
mostly by the van der Waals’ forces. There are different polar sites in polymers at which the 

water molecules can be bound in various ways, e.g. between adjacent polymer chains. That 
means that the inner surfaces of free volume network, interconnected inside a polymer film, 

should be covered with one or more layers of water molecules. In the Anderson’s model, the 
first layer adheres closely to the polymer inner surfaces because of hydrogen bonds (relatively 

strong), whereas next layers – if present – are bound with forces exponentially weaker (mainly 
the van der Waals’ forces). The volume of voids inside the polymer is filled with water vapour 
under a partial pressure equal to the partial pressure in the ambient air (see Fig. 1). 

 
 
a)                                                                                              b) 

 
 

Fig. 1. A schematic illustration of the idea of change in relative humidity φ (i.e. under the water vapour partial 

pressure pwv) within voids in polymeric materials; a thin WM film case (a); a thicker WM film case (b) 

 (HB – hydrogen bond, vdW – the van der Waals’ forces, WM – water molecules). 
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The polymers used for sensing layers in modern capacitive relative humidity sensors are 

mainly polyimides (although Vaisala Oy used cellulose acetate). Polyimides are heterocyclic 
polymers which offer some very attractive features when used in capacitive sensors: 
outstanding thermal-oxidative and chemical stability, high glass transition temperatures, high 

radiative- and solvent-resistance; they exhibit very good dielectric and mechanical properties 
with good processability; the dielectric constant relative to water is low [14, 15]. They are also 

easily integrated into a CMOS type integrating process. The adsorption sites of polyimide 
chains are mainly oxygen atoms of carboxyl groups C = O, and to some extent also nitrogen 
atoms in N–C groups; some structures of the polyimide family polymers contain also ether 

groups C–O–C but their oxygen atoms are only slightly involved in the H-bonding process. 
Oxygen and nitrogen atoms are strongly electronegative; hence, the adsorption sites on the 

polyimide backbone attract hydrogen atoms of water molecules and enable adsorption of these 
molecules based on hydrogen bonding. 

In examination of the process of water sorption and uptake in polymers, many sophisticated 

measurement techniques were applied, mainly gravimetric and vibrational spectrometric ones 
(e.g. NMR, 2D-FTIR, ATR); even experiments with the use of molecules of D2O (heavy water) 

and T2O (super-heavy water) were performed. Extensive research of vibrational spectra 
of humidified polyimide has revealed that on the surface of thin polymer layer water molecules 
are mostly physio-sorbed by the hydrogen bonding interaction (whereas on the surface of some 

oxides, e.g. Al2O3, they undergo chemisorption which causes dissociation of these molecules 
and creation of surface hydroxyl groups [16]). Diffusion in polyimides depends on their 

crystallinity and density, as well as on chain stiffness [17]. In FTIR spectra shifts were observed 
which can be attributed to carbonyl groups as proton acceptors in dipole-dipole interactions 
with water molecules, which exhibit a strong intrinsic permanent electric dipole moment [18]; 

these shifts were fully reversible during the water desorption process. In [19] the activation 
energy of bonds inside polymer was estimated to be of the order of 1 kJ/mol which is closer to 

the van der Waals’ bonds, and may be attributed to the bonds between water molecules in micro-
pores inside the polyimide layer. That makes some authors formulate a hypothesis of two 

different water species present inside polyimide: one of single molecules hydrogen-bonded to 
polymer adsorption sites – which undergo faster sorption - and the other aggregated by the van 
der Waals’ forces in water clusters (or H-bonded in dimers) [18]. In that research, the authors 

also claim that only one third of all imide interaction sites is available for water molecules; the 
rest is being involved in intermolecular charge transfer interactions. 

In a range of medium and high humidity, in a multilayer shell of water molecules, the physio-
sorption based on dipole-dipole or dipole-induced dipole could take place. Intermolecular 
dispersion forces are unlikely to take part because of strong polar nature of water molecules (no 

instantaneous dipoles). Ion-dipole interactions are also unlikely to occur because of good 
dielectric properties of the used polymer layer (no free ions, or only a negligible amount 

of them). On the other hand, in a range of low humidity, the one-molecule shell of water could 
cover the polymer surfaces, and H-bonding would dominate. In fact, most sorption 
measurements start from 10% RH upwards, and the signals of vibrational spectra for lower 

humidity are too weak. 
The water vapour inside pores should be in equilibrium with the upper layer of water 

molecules’ film on the surfaces of free volume network. For example, if the relative humidity 
outside the sensor increases, more water molecules diffuse into the polymer, and the thickness 
of the inner water film coating the inner surfaces increases till the increased water vapour 

pressure over that thicker film reaches a new equilibrium with the ambient partial pressure 
of water vapour. That Anderson’s model accounts also for a weak dependence of the sensor’s 

response on temperature, despite of a strong increase of the saturation partial pressure of water 
vapour with temperature. 
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The idea of that model was generally respected (e.g. [20]), although its accuracy was rather 

rough, and in the Anderson’s equations both the polymer and water permittivity are not 
explicitly included. For that reason, many researchers applied the equations based on the 
modified Classius-Mossotti equation [21] defined as: 
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where: ∆N is an increase in the number of dipoles (water molecules) per unit volume in the 
polymer film (a number density, in 1/m3) due to the increase in relative humidity from 0 to φ; 

α is a molecular polarizability (in Cm2/V); ε0 is the vacuum permittivity (in F/m); εr(φ) is a 

relative permittivity of the polymer film at a given relative humidity φ; and εr(0) is a relative 

permittivity of the dry film. Practically, if εr(0) = 3, then at φ = 100 %RH, εr(φ) = 3.9; the 

change in relative permittivity ∆εr = εr(φ) − εr(0) caused by uptake of water molecules is usually 

small, although the relative permittivity of (highly polarised) water is around 80. 
When the influence of temperature on the relative permittivity is taken into account, the 

modified Debye equation [22, 23] is applied: 
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where: μ is a dipole moment of one water molecule (in SI units: C·m); k is the Boltzmann’s 
constant, and T is the absolute temperature (in K). 

Even more precise is the modified Kirkwood’s equation [24] for a binary system of dielectric 
materials, when the number density of polymer is practically independent of the humidity: 
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where g is the Kirkwood correlation factor, a measure of local ordering of the dipoles: if fixing 

a position of one dipole does not disturb the remaining positions of the neighbouring dipoles, 
then g = 1. Generally, g can be a function of water molecules’ uptake. Another feature is that 
water in confined systems behaves differently from bulk liquid water; the relative permittivity 

depends on the average size of volume where water is confined [25, 26]. 

Instead of the theoretically derived formulae containing εr(φ), some researchers base on the 

empirical equation by Looyenga for a mixture of two dielectric materials [27]: 
 

 ( ) ( )( ) ( )[ ]3333 00
rrwr

εεεγϕε +−= , (4) 
 

where γ is a volume fraction of water absorbed in the polymer, and εw is a relative permittivity 

of water, which can be calculated from the following formula [28]: 
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where T0 = 298 K. 

In the above mentioned research, the aim was to evaluate dynamic changes in time within 
the sensor polymer’s volume by simulation. For that purpose, the water concentration was 

calculated from the Fickian diffusion equation, and the relative humidity could be obtained 
using the Henry’s law. However, in these formulae the relative humidity pwv/ps is not explicitly 
included. There is a need for a mathematical model taking into account both relative humidity 

and dielectric constants, also for the low humidity range; that model would be helpful 
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in estimation of metrological properties of polymer-based capacitive sensors applied to 

measurements of low humidity values. 
 

3. Experimental setup for measurement of low humidity characteristics  

 

In order to establish the nonlinearity of polymer-based capacitive humidity sensors in the 

low humidity region, an experimental setup shown in Fig. 2 was used. 
 

 

Fig. 2. A schematic of the experimental stand for measuring low humidity characteristics of humidity sensors. 

 
The source of low humidity was a specialized trace humidity generator DG-4 (Michell 

Instruments/UK). An adjusted low humidity value was obtained by mixing dry air with minute 

amounts of humid air at a controlled flow rate. The reference instrument, a dew/frost point 
hygrometer GE Optica 1311 XR (General Eastern Sensing/USA) can measure trace humidity 

down to −80ºC frost point; its accuracy was confirmed with an NPL-traceable certificate 

of calibration. A set of four humidity sensors SHT 21 (Sensirion/Switzerland) was placed in a 
special thick-walled (for temperature equalizing) measurement chamber made of stainless steel 
with small orifices for mounting the sensors. The humidity generator was connected with both 

the dew point hygrometer and the measurement chamber by stainless steel tubing, with electro-
polished inner surfaces for reducing the risk of condensation. The air flow with a precisely 

adjusted low humidity level was supplied from the trace humidity generator and divided in a T-
shape fitting with a gas flow flux of ca. 200 l/h. In this experiment, the frost point temperature 

values were set within an interval from −40ºC (0.45% RH) to −10ºC (9.25% RH), stepwise with 
a step of approximately 5 K. The ambient temperature and pressure were controlled during the 
experiment. The temperature during measurements was (24.0 ± 0.2)ºC; the research lab was 

air-conditioned. 
The sensors under test were SHT-series sensors manufactured by the market-leading Swiss 

company Sensirion [29]. This choice was motivated by the fact that the SHT sensors are made 

in CMOS technology which enables to ensure high accuracy (within a 20 to 80% RH range, 

3% RH for SHT-71 and 2% RH for SHT-21, and 1.8% RH for SHT-75 within a 10−90% RHT 
range). These sensors are highly integrated devices; each sensor is individually calibrated and 

tested, and an electronic identification code is stored on the sensor chip. Each chip contains also 
a band-gap temperature sensor, an amplifier, an A/D converter, a programmable memory, and 

a digital interface. For data logging, the manufacturer offers also an evaluation kit EK-H4 
(multiplexing device) with hardware and software to interface the sensors with a computer. 
In the reported sensor trial measurements four SHT-21 sensors, four SHT-71 sensors, and one 

SHT-75 sensor were tested. Every measurement point was determined after at least 1 hour 
of keeping a constant humidity level to assure the equilibration of water vapour concentration 

in the whole system. 
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4. Results and discussion 

 

As a result of the experimental trials, three sets of low-humidity sensor characteristics were 
obtained. In Fig. 3 plots of the differences ∆φ between the relative humidity value φi  provided 

by i-th SHT-21 sensor and the reference value φR measured with the dew/frost point hygrometer 

are shown. For each sensor, six measurement points were determined, starting from the −40ºC 
frost point temperature. 

 

 

Fig. 3. Plots of the differences ∆φ between the relative humidity value φi provided by i-th SHT-21 sensor  

and the reference value φR. 

 
It can be seen that ∆φ gradually falls off from linearity with decreasing the frost point 

temperature (and the relative humidity), and that for sensors Nos1−3 the plots practically 
overlap, whereas for sensor No. 4 the shape of plot is very similar, albeit shifted up by an offset 

value. The highest correlation coefficients were obtained for fitting these characteristics with 
a logarithmic approximation function. 
 

 

 

Fig. 4. Plots of the differences ∆φ between the relative humidity value φi provided by i-th SHT-71 sensor 

 and the reference value φR. 

 
In Fig. 4 plots of the differences ∆φ between the relative humidity value φi provided by i-th 

SHT-71 sensor and the reference value φR measured with the dew/frost point hygrometer are 
shown. For each sensor, five measurement points were determined, starting from the lowest 

value −30ºC of frost point temperature – because it turned out that for humidity below 0.5% RH, 
the SHT-71 and SHT-75 sensors provided a dummy value of 0.1% RH. Actually, only above 
0.5%RH the displayed measurement data were calculated from raw processed integer codes by 
the sensors’ electronics. Despite of the operating range declared in the technical datasheet from 
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0%RH to 100%RH, the interval 0−0.5% RH is excluded from the sensors’ scope. In the SHT-
21 sensors (newer than SHT-71) such a limitation was not noticed. The plots are similar to the 

SHT-21 ones, although look slightly skewer. Also for SHT-71, the highest correlation 
coefficients were obtained for fitting these characteristics with a logarithmic approximation 
function. 

 

 

Fig. 5. Comparison of plots of the differences ∆φ between the relative humidity value φi provided by SHT-21, 

SHT-71 and SHT-75 sensor items, and the reference value φR. 

 

The plots of the differences ∆φ between the relative humidity value φi provided by SHT-21, 
SHT-71 and SHT-75 sensor items and the reference value φR are shown in Fig. 5. The 
characteristic of SHT-75 exhibits similarity to SHT-71 rather than to SHT-21 one. It seems that 
the better accuracy declared for SHT-75 for medium humidity values has no impact on the 
accuracy within the low humidity range. 

 

5. Conclusions 

 

The tested polymer-based capacitive humidity sensors manufactured in CMOS technology 

exhibit in a range of low relative humidity 0−10% RH a nonlinearity of characteristics which 

increases when the humidity decreases towards 0% RH. The shapes of plots of these 
characteristics are similar, and it seems that a kind of regularity, independent of sensor’s chip 
structure, takes place. The best fit approximation function of this nonlinearity shows 

a logarithmic dependency. Because some models of polymer sorption equilibrium (e.g. Flory-
Huggins [24]) contain logarithmic dependencies, it could be possible that some interaction 

processes in water vapour molecules-polymer chains inside polymeric materials could be 
described by logarithmic relationships which could not be explicitly observed within a range 
of medium humidity values, but could only be revealed at low humidity (that might be e.g. 

hydrogen bond interactions of logarithmically distributed strengths.) A model of the behaviour 
of polymer-based capacitive humidity sensors for low humidity values would be useful to 

explain that nonlinearity, which suggests a logarithmic relationship between the relative 
humidity and the output value of the sensor. 
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Abstract 

Basic gesture sensors can play a significant role as input units in mobile smart devices. However, they have to 

handle a wide variety of gestures while preserving the advantages of basic sensors. In this paper a user-determined 

approach to the design of a sparse optical gesture sensor is proposed. The statistical research on a study group 

of  individuals includes the measurement of user-related parameters like the speed of a performed swipe (dynamic 

gesture) and the morphology of fingers. The obtained results, as well as other a priori requirements for an optical 

gesture sensor were further used in the design process. Several properties were examined using simulations or 

experimental verification. It was shown that the designed optical gesture sensor provides accurate localization 

of  fingers, and recognizes a set of static and dynamic hand gestures using a relatively low level of power 

consumption. 
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1. Introduction 
 

The development of mobile devices and a wide range of their possible applications have 

stimulated extensive research on possible interaction methods, especially those related to the 
design of low-power gesture sensors. Touchless interfaces are of special interest as they could 
prove useful in some specific areas, e.g. in healthcare [1, 2]. Let us focus on basic optical 

sensors; to date they have been mainly used as supplementary input devices in mobile 
equipment like smartphones and tablets. Three types of power-effective basic optical gesture 

sensors can be distinguished regarding the number of light-sensitive elements (detectors) of the 
device. 

The first type are one-detector sensors. They can detect a proximity level [3], a swipe event 

along a single axis and a dynamic pose of hand [4, 5]. To determine the swipe direction while 
only having one LED, the sensitivity gradient [5], light inhibitor [6] or asymmetric optical 

blocks [7] can be applied. Solutions involving two light sources are also used [8]. The second 
type are two-detector sensors. One- and two-detector sensors, which mainly recognize swipe 
events are called Motion Gesture Sensors (MGSs) [9, 10]. They can estimate the direction and 

often the speed of detected movement, but not a precise range of swipe. The third type are 
sensors with several detectors, excluding matrices of detectors, like RGB cameras. Kong et al. 

have proposed three-detector MGSs with [11] and without [12] optical blocks enclosed in 
a single chip, handling swipes in 3D. Withana et al. have proposed a modular sensor composed 
of photodiode-LED pairs [13], which can be arranged in a linear or triangular form. It can 

handle a wide variety of gestures but it is not able to localize a hand precisely. They have also 
described a two-emitter, six-receiver prototype sensor for virtual reality glasses, which detects 

swipes and push/pull gestures [14]. Chuang et al. have mounted emitter-receiver pairs in the 
corners of a mobile device that enabled to recognize a hand position basing on trilateration [15]. 
Tang et al. have proposed a linear, 10-detector IR transceiver, as an implementation of the 
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virtual computer mouse, which tracks a hand position and can detect three click gestures [16]. 

A similar solution was applied to multi-touch interactions with a mobile device, mounted at the 
edges of its housing [17]. The gestures based on tracking eyeball movements, recorded by 4 
photodiode-LED pairs per eye, were examined as well [18]. 

Considering the gestures’ taxonomy, MGSs mostly detect motion-related events (dynamic 
gestures) but also the presence of a still hand (static gesture). In human system interactions 

(HSI), both of these gesture types are discrete. This means that the system responds after 
a whole gesture is completed (or its duration exceeds a threshold). Some interfaces handle 
continuous gestures, e.g. [15]. In terms of HSI, the system navigated by such an interface reacts 

while the gesture is performed.  
As indicated, basic optical gesture sensors often handle a narrow set of gestures, mainly 

using a discrete dynamic. But when more gestures can be directly associated with varied actions 
the system response becomes more rapid and more precise. Moreover, there are not many basic 
optical sensors, which can handle both continuous and wide sets of discrete gestures. Therefore, 

the intension of this work is to design a touchless, power-efficient, several-detector optical 
sensor, capable of handling a wide set of both discrete and continuous gestures. The aim of the 

paper is to adjust the parameters of the proposed construction of a sensor, so that it would be 
capable of detecting certain hand movements and differentiating various hand arrangements, 
while respecting user-defined spatiotemporal requirements. The study is based on simulations 

and experiments carried out with the use of actual implementation of the sensor. 
The paper is organized as follows: the first section contains the introduction, an outline of the 

state-of-the-art technology and the objective of the work. The second section presents the 
methods applied to describe and measure the performance of the proposed optical sensor. The 
obtained results of simulations and experiments are included in the third section. The summary 

and conclusions are given in the last section. 
 
 

2. Materials and methods  

 

2.1. Proposed sparse optical gesture sensor 
 

Basing on initial requirements and the present state-of-the-art, a prototype of the sparse 
construction of optical gesture sensor with 8 aligned IR photodiodes (PD) has been designed 

(Fig. 1a). The photodiodes are evenly distributed on an 8 cm long printed circuit board (PCB), 
with 4 IR LEDs. All optical elements are mounted on the same plane and face in one direction. 

The applied photodiodes are chips with built-in operational amplifiers TSL260RD and  the used 
LEDs are KA-3528SF4S. The sensor’s microprocessor, a 5 V supplied PIC24FV16KA302, is 
employed in data sampling, processing and duplex communication via a UART serial interface.  

The distributions of PDs and LEDs on the PCB are denoted by dPD and dLED, respectively. 
In the design the LEDs are placed along an axis designated by photodiodes and each is separated 

from the closest PD by dPD/2. A sensor is considered sparse when dPD ≥ 5a, where a is the side 
of the active area of a square-shaped PD. The angular parameters of optoelectronic elements 

are described by βPD and βLED − the field of view of elements (FOV) − which can be adjusted 
by the application of optical blocks of appropriate height (hbPD, hbLED). They can be modified 
together using a set of overlays created with the 3D printing technology. The angular sensitivity 
of PDs and LEDs is assumed to be a cosine function. The position of each element within the 

sensor is described in the Cartesian coordinate system, with the origin located between two 
middle PDs, (Fig. 1b). The position of the centre of active area of an optoelectronic element is 

defined by the coordinates of that element. 
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            a)                                                                                 b) 

 
Fig. 1. An optical gesture sensor (without optical blocks for better clarity) (a).  

A sketch of the sensor descriptive parameters – a side view of the central part of the sensor (b). 

 
A sparse optical gesture sensor analyses the pattern of light intensity obtained from the PDs. 

It can operate in two modes, depending on the ambient light (AL) level. In strong AL conditions, 

the pattern of shadow caused by a hand covering the light is analysed. In weak AL conditions, 
the pulses of sensor LEDs highlight a hand performing a gesture and the pattern of reflected 

light is analysed. These modes are called the passive and active ones, respectively. In this paper 
only the active operating mode is considered. The pattern is to be produced by the shadow 

created by the hand performing a gesture; it indicates the arrangement of fingers. Two types 
of pose are considered. Spread (S) indicates that all of the fingers (F) involved in the gesture 
are separated, in opposition to the Joined (J) fingers’ arrangement. The codes of gestures are 

presented in Table 1. 
 

Table 1. The codes of static discrete gestures to be handled by the sparse optical sensor. 
 

Fingers involved 1 2 3 4 

Spread arrangement 1FS 2FS 3FS 4FS 
Joined arrangement − 2FJ − 4FJ 

 
 

2.2. User studies 

 

The research on a control group of individuals was performed in order to gain referential 
requirements for the sensor design in terms of physical dimensions and throughput of the 
system. The group consisted of 41 Caucasian volunteers (21 females, 20 males, age: 26.4 ± 6.1 

years). 
In the first part of the experiment the following parameters were measured: R, a radius of an 

index finger (1FS), D2, a width of an index and middle fingers joined (2FJ) and L, a spacing 
between the centres of middle and index fingers while freely arranged (2FS). 

In the next part, the volunteers were asked to perform three series of swipe gestures along 

the sensor, at a distance of about 1−5 cm. Each series: 2FJ slow swipe, 2FJ fast swipe and 2FS 
fast swipe consisted of 5 repetitions. The gestures were recorded with a referential sampling 

frequency, fr = 2 kHz, in order to precisely measure the velocity of the movements. The signals 
were sampled directly from the output of photodiode chips using a USB-1608GX DAQ device. 
The optical sensor was set to full light mode (D = 100%). 

 

2.3. Sensor design features 

 
The sensor’s abilities of recognition and handling of different gestures result from its 

properties. They have been described by a set of parameters, which are discussed and evaluated 
in the following subsections. 
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2.3.1. Illumination pattern flatness 

 
Let the numbers of photodiodes and LEDs, nPD, nLED respectively, and both dPD, dLED, define 

a specific formation of optical elements within a sparse gesture sensor. Three different 
formations were initially examined in this paper (Fig. 2). 

 

 
Fig. 2. Three types of formations of optoelectronic elements (top view) within a sparse linear sensor.  

Optical blocks are not presented for the sake of clarity of the figure.  
 

Each of them creates its own illumination pattern differing in flatness along x and y axes. 
The greater the flatnessy (on the y axis), the greater the effective range of the sensor 
(photodiodes saturate further from the device). A greater flatnessx (along x axis) enables a more 

linear estimation of the hand position when no correction is applied. Consider a flat, w cm wide, 
obstacle positioned centrally above the most inner and most outer photodiodes at a distance h 

from the sensor in two separate measurements. The flatnessx is calculated as a ratio of the 
strengths of signals from the most outer (second measurement) and most inner (first 
measurement) photodiodes (in the case of nPD = 8, 1st/8th and 4th/5th respectively). 

The flatnessy is expressed as a flatnessx(h) function. 

 

 

2.3.2. Operating area 

 
Kim et al. have described their two-detector sensor with three zones [9]. An obstacle 

(hand/fingers performing a gesture) is in the dead zone when any of the detectors can see it. 

In a linear sensor, considering a 2D section, there are nPD + 1 triangular dead zones (Fig. 3). 
However, in the active operating mode, the obstacle has to be within the FOV of both detectors 

and light sources. Therefore, the illumination system has its own dead zone as well. The heights 
of the dead zones of detectors and the illumination system can be respectively described by: 

                         ( )/ 2 ( / 2)
ddz PD PD
h d tg β= ,        ( )/ 2 ( / 2)

idz LED LED
h d tg β= .                                (1) 

When an object is located closer than at the operating distance hop = min(hddz,hidz), its 
visibility depends on its location along the x axis. In this area indistinct results are obtained, 

hence it is called an ambiguous zone and it has to be minimized. The obstacle delivers proper 
data for gesture recognition if located in the detectable zone, at h ≥ hop. A width of the detectable 

zone, l (Fig. 3), at height h, for a sparse linear sensor composed of nPD photodiodes can be 
described as: 

                                              ( ) ( 1) 2 ( / 2).
PD PD PD

l h n d h tg β= − + ⋅                                                   (2) 
 

The sensor is dedicated to detection of close range gestures. Hence, the upper range limit is 

assumed to be hmax = 5 cm, since interference with objects located further away is undesirable. 
As the sensor is touchless, the minimum operating distance considered, where contact with the 

device could be avoided, is hmin = 1 cm, hence hop ≤ hmin. 
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Fig. 3. A sketch of the right side of the sparse optical sensor with three types of zones marked. 

 

2.3.3. Resolving power 

 
An important property of the sensor is its ability to differentiate FS and FJ arrangements 

(e.g. 2FS vs 2FJ). Therefore, a distance at which the sensor detects an indentation in the pattern 
of reflected light intensity produced by a gap in 2FS, should be maximized. In the 2FS, fingers 

of radius R are separated from each other by L (Fig. 4a). The depth of indentation, ID, in an 
observable pattern (Fig. 4b) is the separation criterion. Lack of indentation means that L 
of fingers in 2FS at h is too small for a given set of parameters of the sensor. Therefore, the 

impact of dPD and βPD on the resolving power of the sensor along two axes is considered. 
The shift parameter is a distance between the centre of symmetry of a sensor (x = 0) and the x 

component of the centre of symmetry of a given fingers’ arrangement system (Fig. 4a). The 
variability of ID as a function of shift, h for fixed R and L values is of interest. The ID is obtained 

from: 

                                                        1 ,
min( , )

M

D

L R

v
I

v v
= −                                                              (3) 

where vL and vR are values of peaks adjacent to the common middle value vM from the left and 

right sides, respectively (Fig 4b). 
 

 
   a)                                                                                b) 

 
Fig. 4. A cross-section of the middle part of the sensor and fingers in the 2FS arrangement (a).  

A corresponding light intensity pattern with the meaningful values for calculation of indentation depth, ID (b). 

 

 

2.3.4. Spatial and temporal sensitivity 

 
Motion detection describes the minimal distance covered by a hand which causes a 

detectable swipe at a distance h [11]. In the sparse sensor, the spatial sensitivity can be defined 

as the minimal noticeable displacement of an obstacle moving along the x axis. The movement 
is considered as slow enough so that the velocity is not an influencing factor. A current position 

of the centre of gravity of a symmetric (along the x axis) obstacle located in front of the sensor, 
xo, can be estimated with the formula: 
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                                                   ∑∑
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where vi is a light intensity value sampled by an i-th photodiode and xi is the PD’s position in 
the Cartesian coordinate system. The function of the real position of an obstacle along the x 

axis vs xo is of interest. Different obstacles and distances, h, should be examined. 
The motion detection can be also considered in the time domain. The sampling frequency, 

fs, of the sensor defines the upper limit of velocity of the fastest noticeable swipe, Vnot. It is 
termed a temporal sensitivity. A sparse linear sensor has to perform at least double sampling 

during a hand swipe to estimate the velocity of the movement. In the most favourable boundary 
case, the sensor operating at fs, performs the sampling at the moment when a hand moving with 
Vnot appears above the first and the last photodiodes in the following sampling cycles. The 

double of fs ensures the double sampling also in the least favourable case. Therefore, the 
minimal fs of the sensor may be expressed as follows: 

                                                     ( )
PDPDnots

dnVf ⋅−= )1(/2 .                                                  (5) 
 

As fs affects power consumption levels it has to be based upon moves performed by the user. 

 

2.3.5. Power consumption 

 

Such parameters as brightness of the LEDs, nLED, a target fs of the device and a fill factor, D, 
determine the power consumption of the illumination system of the sensor. D is a duration of the 

LEDs’ turned-on state within the duration of the sampling period. Its value depends on the 
settling time of applied photodiode chips and the ADC’s sampling period duration. 

 

2.4. Monte Carlo simulations 
 

In this work simulations were used to determine different geometrical configurations, sensor 
element formations and individual parameter adjustment of a virtual optical gesture sensor 

instead of building many versions of the physical device. Considering the light-solid 
interactions, employing the Monte Carlo method-based simulations (MCMS) is a commonly 
applied approach [19]. In our study, a simplified interaction model, described in [20], was used. 

At the initialization stage each photon is given a weight, W, which decreases according to the 
length of the ray and reflection events. The unitless weight is an equivalent of the amount 

of energy of a photon. A fixed number of photons, N = 50 million, take part in each simulation. 
They are generated by the light sources of the modelled sensor, interact with an obstacle and 
possibly hit one of the detectors. An obstacle can be described by 4 parameters: xo, yo, R, and 

w. A point (xo, yo) indicates the position of the centre of obstacle in the described Cartesian 
coordinate system. R is a radius of the curved part of a round obstacle (e.g. finger), whereas the 

w parameter describes a width of the plane part of the modelled obstacle. 
The model solver was designed in Matlab. However, a large number of sampling events led 

us to implement it within a multithread C# application, which has accelerated the computation 

approximately 75 times. 
 

2.5. Laboratory experiments 

 

The laboratory experiments were designed and performed to determine the sensor properties 
and to verify the light interaction model. For this purpose, the sensor described in Subsection 
2.1, configured as dPD = 1 cm, βPD = 60° and dLED = 2 cm, βLED = 120°, has been used. During 

the experiments, the examined light reflecting obstacle was attached to a trolley, which was 
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moving along a straight track at a velocity of 5 cm/s. An analogue-to-digital converter unit 

(ADC) of the microprocessor sampled the signals from photodiodes into 12-bit, 4-digit numbers 
at a rate of 40 Hz. The output was read by the PC via a UART interface. 

 

2.6. Correspondence between simulations and measurements  

 
The proposed light-solid interaction model was verified. In the first stage the amplitude vs 

distance relationship was checked. In the experiment, a flat white cardboard was set to move 

away from the sensor, so a point P travelled a perpendicular path from h1 to h2 (Fig. 5a). The 
trial was reproduced in the simulation environment. The unit-less values from virtual 

photodiodes were adjusted to match the measured ones, expressed in volts, by minimizing the 
residual sum of squares (RSS). The objective parameter was a multiplication factor. The 
amplitudes were averaged from two middle photodiodes of the sensor (i = 4, i = 5).  

In the next step, the angular sensitivity of the virtual sensor was verified. Two different 
obstacles were set to move along the sensor, at a given h, so a point P travelled a parallel path 

from xL to xR (Fig. 5a). The passing of an obstacle produced light reflection patterns recorded 
by each PD. Let Si and Mi be k-sample long vectors with reflection patterns (windowed from 

the recorded PD signal) from an i-th photodiode, obtained from simulations and measurements, 
respectively. It is assumed that the pattern associated with the passing is not wider than k 
samples. Si and Mi vectors are normalized over max(S) and max(M), respectively. They are 

compared using the proposed distance parameter: 

                                       )/()max(/)( sfkMMS
f

sj

i

j

i

j

i

j

i
−⋅−=∑

=

ζ ,                                      (6) 

 

where: k is a length of the analysis window; s and f are indices, which create an analysis sub-
window. The sub-window starts/finishes at an index j where the greater of Si, Mi vectors’ values 
reaches/falls behind the vmin (2% of max(Mi)) (Fig. 5b). The value of vmin was chosen 

experimentally. The application of the sub-window makes the comparison of results of narrow 
and wide shapes relevant when using (6). 

 
         a)                                                                                         b) 

 
Fig. 5. Parallel and perpendicular paths of an obstacle in relation to the sensor (a).  

A view of windowed reflection patterns for comparative analysis (idea of the subwindow) (b). 

 

 

3. Results 

 

3.1. Results of user studies 

 
Distributions of parameters obtained from the control group are presented in Table 2 and in 

Fig. 6. The results obtained from the control group were applied as the referential data in the 

research on the related sensor’s parameters. 
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Table 2. Statistical parameters of the control group. 
 

PARAMETER 
MEDIAN 

FEMALES 

MEDIAN 

MALES 

MEDIAN 

TOTAL 

STDEV 

FEMALES 

STDEV 

MALES 

STDEV 

TOTAL 

R [cm] 0.7 0.85 0.75 0.05 0.10 0.11 

D2 [cm] 2.9 3.6 3.2 0.18 0.30 0.41 

L [cm] 3.1 4.0 3.6 0.52 0.65 0.76 

AGE [yrs] 23 25.5 24 3.72 7.64 6.11 

 

 
Fig. 6. Characteristics of the control group in a form of histograms. 

 
Perception of speed is a subjective matter. Therefore, the most different values were rejected 

in order to present compact histograms (Fig. 7) but were included in the statistics (Table 3). 

Velocities of fast swipes of 2FJ and 2FS were taken together as 2Fx. 

 
               a)                                                                       b) 

 

Fig. 7. Distribution of swipe gestures’ velocities: 2FJ slow (a); 2FJ and 2FS fast (b).  

 
Table 3. Statistical parameters of gestures performed by the control group. 

 

Gesture 
MEDIAN 

FEMALES 

MEDIAN 

MALES 

MEDIAN 

TOTAL 

STDEV 

FEMALES 

STDEV 

MALES 

STDEV 

TOTAL 

2FJ slow [cm/s] 33.90 43.02 37.04 15.85 20.49 19.08 
2Fx fast [cm/s] 95.24 125 105.26 37.42 110.53 87.47 

 
 
3.2. Correspondence between simulations and measurements  

 

The simulations were validated in an amplitude vs distance (h) test using a flat white 
cardboard of w = 5 cm, to ensure uniform illumination of the middle PDs. An h value varied 
from 3 to 10 cm. The obtained RSS was equal to 0.48. The formula for the trend function 

(dashed plot) confirms compatibility of the results with the inverse power law model (Fig. 8). 
In the experimental part of angular sensitivity correspondence test, the trolley with an 

attached obstacle moved 20 times from xL = −20 cm to xR = 20 cm. For each PD a model light 

intensity pattern, produced by a single passing of an obstacle along the sensor, was arbitrarily 
chosen. Then, 10 other patterns, most similar to the model pattern upon the correlation 

coefficient, were selected and averaged, creating Mi vectors. The formula (6) was applied for 
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two white obstacles: a cardboard and a cylinder, as described in Table 4. The table contains the 

results of how the model corresponds with the reality. 
 

 
Fig. 8. The amplitude vs distance (h) relationship − real and obtained from the simulated sensor. 

 
Table 4. The distance parameter describing a degree of similarity of simulations and measurements. 

 

photodiode [ i ] 1 2 3 4 5 6 7 8 
i

ζ  (cardboard, w = 5 cm, h = 4 cm) 7.09 5.70 3.11 1.79 1.86 4.11 2.01 4.43 

iζ (cylinder, R = 0.75 cm, h = 2.8 cm) 9.76 9.20 5.68 4.87 5.01 5.28 7.20 7.28 

 
Figure 9 presents the best fitting pair (i = 4) for the cardboard obstacle case (a) and the worst 

fitting pair (i = 1) for the cylinder obstacle case (b). 

 
a)                                                                                    b) 

       
Fig. 9. Comparison of shapes obtained by simulations and measurements in k-sample windows. 

 
3.3. Optical sensor characteristics 

 

The correspondence level of the results obtained from the real world implementation and 
virtual sensors is high. It enables to  accomplish research based on the optical sensor features, 

which is difficult to perform experimentally, in the elaborated simulation environment. 

 
3.3.1. Illumination pattern 

 
N photons are emitted in simulation by the illumination system of each of the considered 

formations of the sensor (Fig. 2). Their illumination efficiency can be compared, since the same 

amount of power is dissipated. The considered flat obstacle was imitating a 2FJ arrangement, 
w=3.2 cm (median D2 from Table 2). In order to narrow the illumination pattern flatness 

problem, the following parameters were fixed: βPD = 60°, βLED = 120°, nPD = 8 and dPD = 1 cm. 
Strengths of signals from individual PDs at h = 1 cm produce an illumination pattern (Fig. 10a). 

The inter-formation highlight efficiency was examined for middle photodiodes of the sensor 
(Fig. 10b). A single value of flatnessx refers to a given formation of elements and its distance 

from the sensor, while flatnessx(h) enables to observe flatness of the illumination pattern along 
both x and y axes (Fig 10 c). 
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             a)                                                  b)                                                  c) 

 

Fig. 10. Strength of the reflected light signals with a 2FJ positioned over a given photodiode at h = 1cm (a). 

Strength of the reflected light signals from i=5 photodiode as a function of h (b). 

Flatnessy functions composed of individual flatnessx values (c). 

 
3.3.2. Operating area 

 
A height of the ambiguous zone, hop , has to be kept below hmin. With dLED = 2dPD, βLED = 120° 

and βPD up to 82° (1), hop is defined by geometry of the detector. The relation dPD vs βPD, based 
on (1), helps to fulfill the condition hop≤hmin (Fig. 11a, painted area). l(h) depends on a triple: 

nPD, dPD (cm) and βPD. The value of l(h) was calculated for differently configured sensors, 
described by 3 triples: (6, 1.4, 80°), (8, 1, 60°) and (10, 0.8, 45°), respectively (Fig. 11b). The 
values of nPD and dPD from each triple were selected so their products, which mean the 

separation between the boundary PDs, l(0), are possibly equal. dPD and βPD from the triples 
respect the relation: hop≤hmin. A smaller dPD is not considered due to the size of the photodiode 

chip. 

 
        a)                                                                              b)                

   
Fig. 11. A function binding values of βPD and dPD to keep hop at a proper level (painted area) (a).  

The values of l(h) for three different configurations of the sensor, described by three triples (b). 

 
3.3.3. Resolving power 

 

Dependencies of the indentation depth, ID, were obtained from the simulations. The values 
of parameters of a 2FS gesture, R and L, corresponded with median values from Table 2. Three 
virtual sensors described by 3 triples (Subsection 3.2.2), with βLED = 120°, each with a relative 

placement of PDs and LEDs as in formation 1, were examined. Notice that the 1st and 3rd triple 
sensors have no LED at the origin in this case (Fig. 1). The ID(shift) functions at half of the 

range (h = 3 cm) were calculated upon the obtained simulation results (Fig. 12a). The smallest 
of local minimums, which are measured between adjacent bulges of the ID function (marked by 

a circle in Fig. 12a), is considered as the minimal ID at a given h, when plotting the min(ID(shift)) 
vs h function (Fig 12b). 

 

 

hop < hmin 
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           a)                                                                             b) 

 

Fig. 12. The ID(shift) functions calculated for a 2FS located at h = 3 cm for three triples of parameters (a). 

min(ID(shift)) vs h functions for three triples of parameters (b). 

 
 

3.3.4. Spatial and temporal sensitivity 

 
Three obstacles were considered in the simulation research on spatial sensitivity. The 1FS 

one was a round obstacle of R = 1.7 cm, whereas 2FJ and 4FJ ones were flat planes of w equal 

to 3.2 and 6.4 cm (doubled D2) respectively. In each trial, the centre of gravity of an obstacle, 
xo, was located in a virtual space at (0, h) and the movement along the x axis was simulated, so 

the shift has changed. The virtual sampling was performed after every 0.1 cm of actual shift. 
The calculated shift of each obstacle, perceived by the virtual sensor configured as in the 3rd 

triple (Subsection 3.2.2) of formation 1, at h = 3 cm was obtained upon (4) (Fig. 13a). The 
standard deviation of the position for different h values was examined for the 2FJ obstacle. It 

was calculated for shift values in ranges of 0−0.5 cm, 0−1 cm up to 0−4 cm (Fig 13b). The 2FJ 

arrangement was selected as it reflects more light than 1FS and is more precise than 4FJ.  

 
       a)                                                                            b) 

 

Fig. 13. Calculated shift vs actual shift for different arrangements at h = 3 cm (a). 

Standard deviation of position along x axis for 2FJ as a function of h (b). 

 
Table 5 presents the relationship between fs and Vnot for the sensor configured according to 

triple 2 (as the real world implementation). Due to the possibly equal inter-triple products of nPD 

and dPD the numbers in Table 5 would be at least very similar for other configurations of the 
sensor. In the summary, the total of 4 cases were examined. Case 1 shows Vnot for the highest 
possible fs value of the device, respecting the required sampling and signal settling times. 

In cases 2 and 3 Vnot was selected as the maximal and median velocity of fast swipes, 
respectively (2Fx fast swipe from the control group). Case 4 shows the noticeable swipe speed 

for a selected sampling frequency of the gesture sensor, fs = 40 Hz. Notice how fs affects the D 
value and hence the power consumption. The C parameter indicates the percentage of noticeable 

fast swipes among all of the fast swipes performed by the control group, when a given fs is 
applied. Hence, the selected frequency fs is a compromise between C and D.  
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Table 5. Relations between a sampling frequency and a detectable swipe velocity. 
 

CASE 
GIVEN Fs 

[Hz] 
NOTICEABLE 
SPEED [cm/s] 

GIVEN 
SPEED [cm/s] 

REQUIRED Fs 
[Hz] 

C [%] D [%] 

1 2666.67 9333.33 − − 100 100 

2 − − 666.67 185.19 100 7.14 

3 − − 105.26 29.24 53.4 1.13 

4 40 140 − − 74.9 1.5 

 
 

3.3.5. Power consumption 

 
Using the real world implementation of the sensor (Fig. 1a, triple 2) the total time required 

for sampling of 8 channels (LEDs’ turned-on period) was measured to be 375μs. Therefore, 
complying with the selected sampling frequency, fs = 40 Hz, the resulting D value is 1.5%. 

In the illumination system of the used sensor 4 LEDs were applied, each consuming a peak 
current Ip = 30.83 mA. Hence, an illumination system powered by a 123.32 mA peak current 

consumes the total of 1.85 mA.  
 

4. Discussion and conclusions 

 
Some initial, preliminary results of the examined construction of a sparse sensor were 

already presented in [7, 21]. However, a more complex analysis of its parameters is presented 
in the paper. 

The simulations reveal significant variation of illumination uniformity at h = 1 cm within 

formations (Fig. 10a). The inter-formation variability of illumination strength, in an example 
of one of central photodiodes of the sensor, drops with an increase of h  value (Fig. 10b). The 

analysis indicates formation 1 as the one producing the most flat illumination pattern along both 
axes (Fig. 10c). It is characterized by very high flatnessx, especially in an area close to the sensor 
(h < 3 cm). Such a sensor also saturates with a reflecting obstacle located closer to the device 

in comparison with other formations (a wider effective range). 
The reported operating distal range of optical sensors often reaches tens of centimetres 

[4, 11, 14]. However, the proposed sparse sensor is considered to handle unobtrusive 
gesticulation, performed at a close distance, hence the upper range hmax = 5 cm, similar to [17], 
was assumed to be sufficient. As presented (Fig. 8), the strength of the signal at hmax for a 5 cm 

wide obstacle is still significant, but it saturates at a distance h > hmin. The strength of the signal 
depends on the width of the reflecting object, so that the power of the LEDs needs to be 

adjusted. 

The operating area can be controlled by the height of an ambiguous zone (dPD − βPD relation) 
but the parameters of the sensor have to be selected carefully (Fig. 11a). 

The resolving power of the sparse sensor enables to differentiate static hand gestures. This 
is an advantage in comparison with the solutions where the fingers’ arrangement can be 

recognized based only on dynamic gestures [9, 10]. The ID functions indicate that the sensor 
configured as the 2nd triple (8, 1, 60°) has a sufficient resolving power at h = 3.5 cm, if a 
threshold IDt = 10% is applied. However, the 3rd triple (10, 0.8, 45°) sensor can see FS 

arrangements almost in the whole considered range (h ≤ hmax). The selectivity of individual PDs 
(βPD) and the sparse construction of the sensor enable rough differentiation between the widths 

of light reflecting obstacles; hence also the distinguishing 1FS, 2FJ and 4FJ gestures is 
plausible. 

Common MGSs need a clear swipe in order to detect a hand movement, e.g. a 2 cm long one 

[10]. However, typical interfaces, which are oriented towards the continuous gestures, are able 
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not only to notice a swipe but also to estimate a current location of a hand/finger. The position 

standard deviation errors in one such interface are equal to 0.03 cm, 0.02 cm, 0.01 cm in the x, 
y and z axes, respectively [15]. The accuracy of hand localization in the proposed sparse sensor 
was examined only along the x axis. The results show that for the 2FJ fingers’ arrangement the 

standard deviation of the calculated position is the smallest when the hand operates above the 
central part of the sensor. In practice, it barely exceeds 0.1 cm for fingers moving within the 

middle 5 cm of the sensor range (xL = −2.5 cm xR = 2.5 cm), regardless of h (when h value is 

within the operating distance, hmin ≤ h ≤ hmax) (Fig. 13b). Therefore, the 2FJ should be 
considered as the main arrangement for continuous gestures. The obtained resolution, for a 
basic sensor, which is oriented on both continuous and discrete gestures, is promising but 

correction methods and localization on the z axis have to be examined. 
Considering the detection of swipes of equal velocity, the sensor with a sparse construction 

can operate roughly at a (nPD−1)dPD times lower fs in comparison with a single-chip device. 
Therefore, due to a relatively low sampling rate the current consumption is lower than that 
reported for many optical sensors in the literature, which can be found in a range of 10-20 mA 

[4, 9, 10, 11] but 3.78 mA sensors were reported as well [12] (all solutions with 1 LED, enclosed 
in a single chip). The power consumption was found to be around 8 mW [13, 14], but many 

sensors consume more than 20 mW [8, 13]. The proposed sparse linear sensor draws 1.85 mA 
(9.25 mW) for the illumination system. A single PD chip consumes around 20 μA when 
supplied only during the sampling period. Therefore, the total consumption related with the 

optoelectronic elements is 2.02 mA (10.1 mW) and 2.16 mA (10.19 mW) for systems with 8 
PDs + 4 LEDs (a real world sensor) and 10 PDs + 6 LEDs (the best configuration of a virtual 

sensor), respectively. The total consumption can be further reduced by application of PDs with 
shorter settling times.  

The proposed construction of sensor delivers two features in terms of gesture recognition: 

recognizing arrangements of individual fingers formed by a hand [7] and precise localizing a 
hand in relation to the sensor, regarding two axes. Those features enable to define sets 

of discrete and continuous gestures [22]. Therefore, basing on the results, the expected 
interactions between the user and the sensor are as follows: hand swipe events (along 1 axis), 

movements towards and from the sensor, mouse-like navigation (continuous) and combinations 
of static hand pose. A low power consumption of the proposed sparse gesture sensor makes it 
a promising solution for mobile devices. A rich set of gestures handled by the sensor enables to 

consider it as the main interface to adapted mobile operating systems. The size and shape of the 
device make it an attractive solution for smart glasses, since it can be easily mounted at a side 

of the frame as it is usually done [23, 24]. The advantages of the proposed gesture sensor enable 
to use it within special applications, e.g. in the industrial or sterile environment.  
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Abstract 

Detection of leakages in pipelines is a matter of continuous research because of the basic importance for

a waterworks system is finding the point of the pipeline where a leak is located and − in some cases − a nature 

of the leak. There are specific difficulties in finding leaks by using spectral analysis techniques like FFT (Fast 

Fourier Transform), STFT (Short Term Fourier Transform), etc. These difficulties arise especially in complicated 

pipeline configurations, e.g. a zigzag one. This research focuses on the results of a new algorithm based on FFT 

and comparing them with a developed STFT technique. Even if other techniques are used, they are costly and 

difficult to be managed. Moreover, a constraint in the leak detection is the pipeline diameter because it influences 
accuracy of the adopted algorithm. FFT and STFT are not fully adequate for complex configurations dealt with in 

this paper, since they produce ill-posed problems with an increasing uncertainty. Therefore, an improved Tikhonov 

technique has been implemented to reinforce FFT and STFT for complex configurations of pipelines. Hence, the 

proposed algorithm overcomes the aforementioned difficulties due to applying a linear algebraic approach. 

Keywords: uncertainty, measurements, magnetic sensors, leak detection in pipelines, regularization. 
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1. Introduction 
 

Spectral analysis techniques have stimulated great interest in the fields of measurements and 
sensing systems. They are simple to apply and belong to software techniques based on 

computations as opposed  to the hardware ones based on dedicated instrumentation. In this 
paper, we implement FFT and STFT algorithms, which is an obvious but not trivial approach 

when applied to a zigzag hydraulic circuit representing a complicated case-study since, in many 
cases, we do not refer to this kind of configuration but it is possible to find it in industrial 
applications. Leak detection in pipelines and waterworks has an economic impact on a budget 

of public and private company managing such services. Quality of water is associated with 
environment protection because of possible intrusion of pollution in pipelines and diminishing 

of water quality with pollution of aquifers. Leaks are considered as small pressure 
discontinuities in the original pressure trace and increase the damping of the overall pressure 
signal [1]. Such partial reflections divert energy away from the main waveform and increase 

the decay rate of the transient signal. The behaviour of this pressure trace is, therefore, 
an indication of leaks within the system and can be used as a means of leak detection. To be 

practical, some  examples can be given; those that use: (i) inverse methods to determine 
parameters in transient models by comparison with observed data (inverse transient analysis), 
(ii) transient damping-free-vibrational analysis, and also (iii) methods that use the time 

of arrival and magnitude of leak-reflected signals in order to determine leak location. The 
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subsequent pressure response due to leakage is measured and analysed to derive useful system 

information. The above approach is generally known as system response extraction and forms 
the main aspects of well-established methodologies. They are used to extract dynamic responses 
[2] of complex mechanical and electrical systems. Diverse spectral techniques, more robust 

than STFT and FFT have been implemented. Among them, we recall FDM (Filter 
Diagonalization Method), DSD (Decimated Signal Diagonalization) and DPA (Decimated 

Padé Approximant). FDM is a robust technique capable of avoiding the influence of noise for 
huge signals to be processed [3, 4]. DSD is still robust but fast and more accurate than FDM 
for a portion of signals to be treated [5] while DPA is a specific case of processing able to 

implement fast approximation with a powerful quickness [6]. All three techniques are suitable 
to convert nonlinearities into linear items, exploiting the linear algebra. 

For small transient signals, the impact of nonlinearity in pipeline systems is negligible and, 
for these cases, a pipeline can be considered as a linear system. Whereas resonance frequencies 
reinforce and transmit input signals, other frequencies are absorbed within the system [7]. 

In this respect, pipeline systems are similar to frequency filters, the characteristics of which are 
determined by system properties such as boundary conditions, friction, and wave speed. Using 

the convolution theorem regarding the Fourier Transform, it is possible to define an inverse 

signal in respect to convolution. Suppose that we have a signal g and we would like to find a 

signal (if it exists) 
1

g
−

 with the property that 
1

*g g δ
−

= , in which “ * ” is intended as a cross 

product. The transform of a δ  function (Kronecker in discrete time and Dirac in continuous 

time) is just a constant 1. 
 
 

 

Fig. 1. Hydraulic and acquisition architectures of a pipeline hung on the lab wall. 
 

The created hydraulic system uses a special zigzag pipeline simulating an experimental and 
complex waterworks 120 meters long and with a diameter of 1 inch. It is made of copper coated 

with a plastic film. It contains 11 water taps located on the pipeline and 3 magnetic sensors. 
A dedicated electronic architecture has been implemented for acquiring and processing signals 
produced by the magnetic sensors. A scheme of the architecture is shown in Fig. 1, whereas its 

photo − in Fig. 2. The system is hung on a vertical wall of the laboratory of Measurement and 
Instrumentation of the Department of Innovation Engineering – University of Salento, Italy. 

The fundamental interest, as announced before, is in trying to use the STFT and FFT techniques, 
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which − even if not robust for the purpose of the research can be employed thanks to some 

improvements, e.g. a further  demonstrated ad hoc solution to ill-posed problems using an L-
curve approach. 

The experimental activities have been carried out starting with the regulation of water taps 

(see Fig. 3) to understand the effects on the water trends within the pipeline. A reservoir shown 
in Fig. 2 serves for storing approximately 100 litres of water used for filling the pipeline. 

 

 

Fig. 2. A photo of the experimental system hung on a lab wall. 
 

Actually, the pipeline has two parts, the first being an old circuit constructed with 6 water 
taps and one magnetic transducer. To make it more complex, a second part was added including 

5 new water taps (Fig. 3), and it was superimposed to the first part. This is a stressing 
configuration, very complex for experimental activities. Both previous and new portions have 

a certain influence on leak position recovery as will be seen in the results’ section. 

 

 

Fig. 3. A zoomed view of all water taps simulating leaks. 
 

Even so we have experimented with other techniques on the same hydraulic circuit, we report 
the calibration that leads to a correlation between peak and opening/closing manoeuvers 
of water taps. That is an essential procedure on the proviso that the right peak should be found. 

The valve or water tap status and its duration enable to determine the trend at a certain pressure 
produced by the pump. Pressure fluctuations are studied for any water tap as shown in Fig. 4, 

in order to understand the eventual clutter pressure. For the cases under test, the pump delivers 
water at the same pressure in order to simulate a real waterworks. That is carried out thanks to a 
specially implemented electronic control. 
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Fig. 4. Trials for calibrating the system and for detecting leaks by opening and closing a water tap. 

 

 

2. STFT approach 

 

The STFT represents a sort of compromise between the time- and frequency-based views 
of a signal. It provides some information about both when and at what frequencies a signal 

event occurs. However, we can only obtain this information with a limited precision and such 
a precision is determined by the size of the window. As described in Section 1, vibrations are 

created during leak, and using an electronic instrument or a proper sensing device it is possible 

to convert them in sounds or – equivalently − in the sum of sinusoids. So, the spectral responses 
are characterized by spectrograms that are produced by a procedure known as the Short-Time 

Fourier Transform (STFT). The STFT divides the entire signal into a series of successive short-
time segments, called records (or frames). Each record is used as an input to the Discrete 

Fourier Transform (DFT), generating a series of spectra (one for each record). 

Let ( ( ))
t Z

X t
∈

 be a digital signal. We review here the conditions for perfect reconstruction 

of the signal through STFT and inverse STFT [8]. Let N  be a window length, R a window shift, 
W an analysis window function and S a synthesis window function. We assume that W and S 

are zero outside an interval 0 ≤ t ≤ N−1. Also, we assume that the window length N is an integer 
multiple of the shift R and we note Q = N/R. The STFT for frame m is defined as the DFT of the 

windowed short-time signal W(t − mR) X(t) (with the phase origin at the start of the frame, 

t = mR). The inverse STFT procedure consists in Fourier-inverting of each frame of the STFT 
spectrogram, multiplying each obtained (periodic) short-time signal by a synthesis window and 

summing together all the windowed short-time signals. In a particular frame  mR ≤  t ≤ mR+N−1, 
which leads to a reconstructed signal Y(t) given by: 
 

                                          
1

1

1

1

( ) ( ) ( ) ( )

( ( ) ) ( ( ) ) ( )

( ( ) ) ( ( ) ) ( ) ,

Q

q

Q

q

Y t S t mR W t mR X t

S t m m q R W t m q R X t

S t m m q R W t m q R X t

−

=

−

=

= − −

+ − − − −

+ − + − +

∑

∑

                                      (1) 

 

where the three terms on the right-hand side are respectively a contribution of the inverse 
transforms of frame m, overlapping frames on the left and overlapping frames on the right. As 
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the contributions of frames with an index difference larger than Q do not overlap, by equating 

Y(t) = X(t) for all t, we obtain as in [9] the following necessary condition for perfect 
reconstruction: 

                                                         
1

0

1 ( ) ( ).
Q

q

W t qR S t qR
−

=

= − −∑                                                          (2) 

 
3. Implemented FFT and STFT algorithms for spectral analysis 

 

With | )⋅  we denote a representation of vectors in a vector space H; given two vectors 

| ),| )a b H∈ the notation ( | )⋅ ⋅  indicates a complex symmetric inner product such as 

( | ) ( | )a b b a= . During computation of this product, we only carried out transposition but not 

the complex conjugate. For example, given the following vectors: | ) 1
T

a j j = −  
and 

| ) 2 1
T

b j =   
 we have: 

                                     
2

( | ) ( | ) 1 2 1 1 .
1 1

j j
a b b a j j j j

j

   
      = = − = = − −          −      

                      (3) 

We identify a linear operator on the vector  space H with a superscript ^ , e.g. ˆ,̂U Ω , etc. To 

indicate the application of an operator to a vector, we denote ˆ| ) | )b a= Ω . An operator is 

defined diagonalisable if it is itself  a set of eigenvalues  
k
ω  and eigenvectors  | )

k
ω  such as : 

                                                         ˆ | ) | )
k k k
ω ω ωΩ = ,                                                      (4) 

where the eigenvectors are orthonormalized in respect to the complex symmetric inner product: 

                                                          ( | )
k k kk

ω ω δ
′ ′
= .                                                          (5) 

When the eigenvectors | )
k
ω constitute  a complete basis, for the operator identity it is: 

                                                          ˆ | )( |
k k

k

I ω ω=∑ .                                                            (6) 

That implies that we can write Ω̂  by means of its spectral representation: 

                                                          ˆ | )( |
k k k

k

ω ω ωΩ=∑ .                                                       (7)     

A spectral representation is useful when it is necessary to obtain information from a spectral 

function ˆ( )f Ω  of operator Ω̂  for which eigenvalues and eigenvectors are known: 

                                                           ˆ( ) ( ) | )( |
k k k

k

f f ω ω ωΩ =∑ .                                                           (8) 

The function ˆ( )f Ω is also an operator, with eigenvalues ( )
k

f ω and eigenvectors | )
k
ω . 

In terms of quantum mechanics, since we deal with vibrations within the pipelines, if Ω̂  

identifies an operator which is linear, hamiltonian and symmetric, with eigenvalues  
k
ω  and 

eigenvectors | )
k
ω , it will be of great importance to use the associated temporal evolution 

operator: 
ˆˆ .
j t

U e
− Ω

=  In fact, if | 0)  is the system initial state, a state | )t  at a moment t  is given 

by: 

                                                                ˆ| ) ( ) | 0)t U t= .                                                          (9) 

The time-dependent autocorrelation functionis then given by: 
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ˆˆ( ) (0 | ) (0 | ( ) | 0) (0 | | 0)j t

t t U t eξ − Ω
= = = .                              (10) 

According to (8),the spectral representation Û  becomes: 

                                               ˆˆ ˆ( ) ( ) | )( |kit it

k k

k

U t f e e
ω

ω ω
− Ω −

= Ω = =∑ .                                (11) 

To show how the algorithm works, it is necessary to modify the FFT algorithm by defining 

a complex one-dimensional signal in the time domain, )(
nn
tCc = , defined in a set of equidistant 

time intervals 1,...,1,0, −== Nnnt
n

τ  as the sum of  damped sinusoids: 

                                                 

(2 )

1 1

k k k

K K
in in f i

n k k

k k

c d e d e
τω τ π γ− − −

= =

= =∑ ∑                                                 (12) 

with a total of 2K unknowns, that are K complex amplitudes 
s

d and K complex frequencies 

kkk
if γπω −= 2  that also include damping. Although (4) is nonlinear, its solution can be 

obtained with linear algebraic methods. The proposed FFT [12] associates an autocorrelation 

function, in an appropriate dynamic time system described by a complex Hamiltonian operator 

Ω̂  with complex eigenvalues { }
k
ω , with a signal 

n
c  to be transformed in the form of (8): 

                                                             
( )

00
ΦΦ=

Ω− τin

n
ec .                                                            (13) 

In this way, the problem can be reduced to diagonalization of the Hamiltonian operator Ω̂  

or, similarly, the evolution operator )exp(ˆ Ω−= τiU .  

A complex inner symmetric product operation is used in (13), namely ( ) )( abba =

 
without a 

complex conjugation, and 
0
Φ is the initial state. Again, the symbol (.|.) denotes a complex 

symmetric inner product. Assuming we have a set of orthonormal eigenvectors { }
k

Y  that 

diagonalize the evolution operator, we can clarify it as: 

                                                    
∑ ∑ −==

k k

kkkkkk
YYiYYuU ())exp()(ˆ

τω
                                             (14) 

and substituting (14) in (13), remembering to let: 

                                                         
2

000
)())(( Φ=Φ=

kkkk
YYYd ψ .                                                  (15) 

The computed eigenvalues determine the positions of spectrum lines and their widths while 
the eigenvectors define their amplitudes and phases. Let us adopt a simple set created from 

Krylov vectors [11], generated by the evolution operator: 
00

)ˆexp( ΦΩ−=Φ=Φ τinU
n

n

⌢

. 

According to (7), it gives: 

                                                        11
)()ˆ(

+++
=ΦΦ=ΦΦ

nmmnmn
cU ,                                                  (16) 

but since the set is not orthonormal, and we define a subspace of Krylov  vectors generated by 

vectors of Q, i.e. { }| 0),| 1), ,| 1)Q M= −… , the overlap matrix should be computed as 

follows: 

                                              10000
)ˆ()ˆ()(

++

+

=ΦΦ=ΦΦ=ΦΦ
nm

nmmn

mn
cUUU

⌢

.                                (17) 

Therefore, it is strictly related to the values of measured signal. Then the following notation 
could be used: U0 is a representation of the (M+1) x (M+1) overlap matrix, similarly U1 is for 
ˆ .U  To signalize the formulation of (12), one must solve the generalized problem of eigenvalues, 

i.e.:  

                                                                  
kkk

u BUBU
01

= ,                                                             (18) 
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in which )exp( τω
kk

inu −= gives lines of spectrum and their widths, whereas eigenvectors Bk 

give amplitudes and phases.  The matrix Bk is derived from the below considerations. Let us  

assume that the generic eigenvector | )
k
ω can be expressed as a linear combination of elements 

of Q. We define: 

                              1 ,ˆ ˆ| 0) | 1) | 1) | 0) | 0) | 0)M M M
M U U

−   = − = ∈      
V … … ℂ ,                   (19) 

as a matrix having the vectors of base Q as its columns, and:  
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as a vector of appropriate  coefficients related to the eigenvectors | )
k
ω . We can write:  
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By substituting (21) in the implicit form of (4) the following is obtained: 

                                                                 ˆ
k k k

U u=VB VB .                                                             (22) 

By further implicit considerations, pre-multiplying both members by  T
V , we obtain: 

                                                             ˆT T

k k k
U u=V VB V VB .                                                  (23) 

That leads to (18) which is the generalized eigenvalues problem, where 
k

u  are eigenvalues 

and 
k

B  eigenvectors. After solving the problem, having calculated 
k

u and 
k

B , the frequencies 

k
ω are determined by using the following formula: 

                                                            1 1
( ) ( )k

j

k k
u e

τω

ω

τ τ

−

= − = −∡ ∡ ,                                            (24) 

where τ  is a sampling time and a symbol ∡  applied to a complex number delivers its phase, 

i.e. j
e

ϑ
ϑ=∡ . To determine the amplitudes, we employ: 

                                                                     2(0 | )
k k

d ω= ,                                                           (25) 

or, since  | )
k k
ω = VB , after pre-multiplying both members by the vector row (0 |, the previous 

equation can be also expressed as:  

                                                                (0 | ) (0 |
k k

ω = VB .                                                      (26) 

Further on, we obtain:  

                                                   (0 | ) (0 | | 0) | 1) | 1)
k k

Mω
 = −  

B…
.                                        (27) 

In the aforementioned considerations we have assumed 
1 0 ,
,

M M
∈U U ℂ  symmetric. Based 

on the previous explanations, now the algorithms should be clear. The software interpreting the 
algorithm, i.e. FFT or STFT, starts with a specific icon where the operator must include 

essential parameters to start with the acquisition according to (12). The icon is presented in 
Fig. 5, along with STFT processing.  The  following parameters are set: type of window 
(rectangular), sampling rate, window length, step and padding. Flowcharts of FFT and STFT 

algorithms are shown in Fig. 6. 
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Fig. 5. The set parameters (left) and processed signal according to STFT (right). 

 
 

                   
 

Fig. 6. Flowcharts of the implemented FFT (on the left) and STFT (on the right) algorithms for leak detection. 

 

However, as it will be seen in the results’ section, due to intrinsic limitations of FFT and 
much more those of STFT, we do not obtain better results than we do with FDM, DSD and 

PDA. That is related to uncertainty values obtained (see 18) with the use of eigenvalues and 
eigenvectors that are greater than those obtained with other robust techniques. To overcome 
this key disadvantage, we have implemented, taking inspiration from the Tikhonov 
regularization method [12], a dedicated algorithm based on an L-curve approach [13]. 

Let us consider a matrix A in the following linear equation: 

                                                                    b Ax w= + ,                                                                     (28) 
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where: b is a vector of observation; A is a matrix that describes distortion caused by the system 

under test; x is an unknown object of interest and w is a random vector that represents additional 
noise. We state that this discrete problem is ill-posed if the following conditions are met:  
1. Single values of A gradually decline to zero. 

2. The ratio of the greatest single value and the smallest (not null) one is great. 
The first condition indicates that in the vicinity there are no problems with a matrix of good-

posed coefficients and a well determined numerical rank. The second criterion implies that the 
matrix is ill-posed,  i.e. the solution is sensitive to perturbations. In many cases it happens that 
matrix A is ill-posed and the main difficulty in ill-posed issues is that they are essentially 

undetermined because of small single values of A. In the effort to stabilize the problem, adding 
further information to the desired solution is required: that is the regularization method. It 

typically requires that a norm 2 of the solution must be small. It is also possible to include an 
estimation of the solution x0 in the constraint. The constraint is:  

                                                 
0

min ( ) ( ) ( )x with x L x xΩ Ω = − .                                              (29) 

The matrix L can be: 
a) Typically, an identity matrix In; 

b) A discrete approximation P × N of the derivation operator (n-p) i-th. 
We define a regularized solution xq that can minimize the following weighted one of the 

combination of the residual norm and constraint: 

                                                  }{ 2 22

0
min

q
x

x Ax b q Lx x= − + − ,                                        (30) 

in which q > 0 is a regularization parameter: 

− for a great q (a great quantity of regularization) a solution agrees with a small norm at the  
cost of a great residual norm; 

− a small q (a small quantity of regularization) has the opposite effect.  
Equation 13 can be generalized  in the following way: 

                                                     argmin ( , ) ( ).
q

x

x b x q x= Φ + Ψ                                                  (31) 

A graphical tool more convenient for analysis of discrete ill-posed problems is the so-called 

L-curve, that means a plot of norm 
q

Lx  of a regularized solution in respect to the residual 

norm .

q
Ax b−  In this way, the L-curve clearly demonstrates a compromise between the 

minimization of both quantities. When q is too great (over-regularization), the curve is 
essentially a horizontal line. Vice versa, when q is too small (under-regularization), the curve 

is mainly a vertical line according to Fig. 7 (on the left); q displays a characteristic shape of  L. 
The transition between these two regions, over and under regularization, corresponds to the 

angle of L-curve, and its relative value of q at this angle (called L-corner) is proposed as the 
optimum value for q. A flowchart on the right of Fig. 7 shows the algorithm we have 
implemented to overcome the limitations of using FFT and STFT we recalled before. 

The algorithm also includes a block of SVD (Single Value Decomposition) [14]. 
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Fig. 7. An L-curve for improving the Tikhonov regularization (left) and a flowchart  

of the proposed algorithm (right). 

 

4. Results and discussion  

 
Before obtaining the values of amplitude, we have performed  5 cycles of tests per water tap, 

i.e. 5 tests for detecting the j-th leak with j = 1,....,11; an average of all 5 acquired waveforms 

is as follows: 

                                                     

5

,

1

1
( ) ( )

5
j i j

i

p t p t
=

= ∑ .                                                   (32) 

In this way, the obtained signal preserves significant characteristics while the noise is 
included in the measurements pi,j(t). The explanation of this technical attitude depends upon  

the fact according to which: 

                                                      , , ,

( ) ( ) ( )
i j i j i j
p t p t n t= + ,                                            (33) 

with ,

( )
i j

p t
as a true value of pressure and noise of measurement ni,j(t). The quantity  evaluated 

in t = t* can be modelled, when i varies, as an aleatory variable with zero average. By 

considering  the 5 variables  ni,j(t∗) i = 1, … , 5 ,   we obtain:
 

                                                 

5
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1

1
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5
i j i j
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E n t n t

=

= ∑ ≃ .                                      (34) 

The above procedure is repeated for each water tap (valve). At the conclusion of 

measurements, we have 11 waveforms , 1,...,11j =  , each one describing the behaviour 

of the system for a given condition of leakage. 

 

( )jp t
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Fig. 8. Different leaks recovered by FFT after single opening of 11 water taps. 
 
 

       

Fig. 9. Different leaks recovered by STFT after single opening of 11 water taps. 

 
Now, we can comment on the results of the previous procedures by applying the algorithms 

of Fig. 6 that bring the waveforms of Fig. 8 and Fig. 9 for FFT and STFT, respectively. We can 
see the intrinsic behaviour of both algorithms in the same conditions. Given for instance 1.08 
Hz, as we should expect, FFT displays the major peak greater than that of STFT; the same takes 

place for all useful frequencies. As stated before, we encounter the ill-posed problems that 
mostly influence the determination of leak locations. The results of Fig. 8 and Fig. 9 must be 

further treated since the positions of eigenvalues can be located on a circle of radius 1 as 
depicted in Fig. 10. So our goal is to overcome the ill-posed issue by implementing the 

algorithm from Fig. 7. 
However, it is necessary to notice  that the uncertainty is obtained using a specific method 

for this scope. The data recovered after acquisitions are used for the determination of 

uncertainty by means of the least mean squares/linear regression. So we should start with the 
calculation of coefficients of a regression straight line:  

                                                                  
y ax b= + ,                                                     (35) 

so that a distance between points is minimal. In (35), we denote xi expressed in metres, and  it 

represents the distance at which we encounter the leak i, with  i = 1,…..,11, measured  from the 
pressure transducer, whilst yi is the peak height  within the spectrum of Figs. 8 and 9. To retrieve 

constants of (35), the following formulae are used: 

                                                         , 

                                                           ,                                             (36) 
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                                                            , 

                                                       . 

   
Fig. 10. Locations of eigenvalues before (on the left), and after (on the right) the L-curve implementation. 

 

in which a and b are from (35),  Δ is a deviation, and σy is an uncertainty of amplitude; an 
uncertainty of distance  σx is given by the variable x value obtained by reversing (35), i.e. 

y b
x

a

−

= , and  calculating  the uncertainty as: 

                                                                     

1

x y y

dx

dy a
σ σ σ

 
 = =
 
 

.                                     (37)  

 

        

           Fig. 11. Interpolation based on the FFT signal             Fig. 12 Interpolation based on the STFT signal  

            of points with peak heights at f =1 Hz taking            of points with peak heights at  f = 0.25 Hz taking  

                         into account the leak position.                                      into account the leak position. 

 

The application of  linear regression either FFT or STFT is displayed in Fig. 11 and Fig. 12, 

at least for the first portion of leaks; LS stands for the least squares method. The plots interpolate 
the experimental points in a sense of least squares. The final results are shown in Table 1 for 

FFT and STFT, respectively. For each technique, we present a double result. The first result is 
related to the use of an L-curve that leads to all eigenvalues located on the edge of the circle. 
The second, instead, reports the implementation of the algorithm without an L-curve. As a 

matter of fact, an L-curve gives a great opportunity to reduce the uncertainty. The uncertainty 
demonstrates the position of leak in respect to the sensor location. It is intuitive to understand 

that as we move farther from the transducer, the detection of leak location becomes less precise 
and the uncertainty of it increases.  
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Table 1.  The summarized results of FFT and STFT algorithms. 

The improved algorithms are related to eigenvalues located on a circle. 
 

Water tap Technique Eigenvalues position Uncertainty 

R1 : R6 FFT On circle ±5.20 m 

R1 : R6 FFT Not fully on circle ±11.52 m 
R1 : R6 STFT On circle ±7.92 m 
R1 : R6 STFT Not fully on circle ±12.40 m 

  R7 : R 11 FFT On circle ±5.22 m 
  R7 : R 11 FFT Not fully on circle ±6.90 m 
  R7 : R 11 STFT On circle ±2.60 m 
  R7 : R 11 STFT Not fully on circle ±3.42 m 

 
Certainly, the above results are “worse” in respect with those attained by means of DSD and 

FDM as reported in references. However, for normal but not complicated waterworks, where 
we  do not  generally deal with sudden pressure variations and  huge piezo-metric heights, the 

proposed approach is reliable. For these configurations, the approach is not time-consuming 
and can offer similar and comparable results.  

 

5. Conclusions 

 

We have presented an enhancement of FFT and STFT techniques for leak detection by 
applying the L-curve approach in accordance with the Tikhonov technique. The Tikhonov 

regularization is much less numerically expensive than other regularization techniques (as 
SVD) and reaches its aim of removing the singularity in the denominator, because the new 
matrix is a Hermitian and positive definite one.  FFT is, by definition, the golden standard 

method of spectral analysis. But, for complex architectures, it displays limitations as well as 
STFT does.  Table I shows comparison of the two algorithms; the improvements are noticed 

with the implementation of a regularization technique based on an enhanced Tikhonov 
technique. In general, the FFT algorithm offers better results than the STFT  one; but in some 
circumstances, for specific conditions, STFT can display better results in comparison with FFT. 

In general, the method of FFT does not provide simple global results for Fourier representations 
of the input.  Such generality and simplicity are usually possible only for linear systems, as for 

the experimental zig-zag plant of this paper.  General results can be obtained for memoryless 
nonlinearities operating on sinusoidal inputs. This result is not as important as the 
corresponding result for linear systems because sinusoids are not fundamental building blocks 

of nonlinear  systems, in contrary to the linear ones. This research shows [15] that it is possible 
to estimate the detection of leaks with good accuracy for zigzag pipelines that have a diameter 

of less than 20 cm, and we can arrive to around 1 inch as it is done in this paper. These results 
open opportunities for implementing the algorithm for pipelines used to constitute e.g. industrial 
heat exchangers, or to improve reliability of normal pipelines [16]. 
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Abstract 

A developed method and measurement setup for measurement of noise generated in a supercapacitor is presented. 

The requirements for noise data recording are considered and correlated with working modes of supercapacitors. 

An example of results of low-frequency noise measurements in commercially available supercapacitors are 

presented. The ability of flicker noise measurements suggests that they can be used to assess quality of tested 

supercapacitors.  
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1. Introduction 
 

Noise is known as an indicator for assessing quality and reliability of devices. It is widely 
used for semiconductor devices, sensors of various characters, electrochemical units, chemical 

reactions as corrosion, and other random phenomena [1−5]. Also, the use of noise methods can 

be studied for the assessment of capacitors’ quality [6]. A detailed procedure is not obvious, as 
those devices are commonly used as elements for suppressing noise from circuits and therefore 

1/f noise can be dominant at a very low frequency range only. 
A supercapacitor is an electronic device that is capable of storing a relatively high amount 

of energy in comparison with its mass. On a Ragone plot, supercapacitors are placed between 

electrolytic capacitors and batteries [7]. Thanks to a very low series resistance, a supercapacitor 
can be charged and discharged very fast with a relatively high current. This, combined with a 

high number of charging-discharging cycles predestines it for applications that require 
management of peak powers and high dynamics. Typical applications of supercapacitors are 
energy storage systems with high current peaks, as in automotive applications for energy 

retrieval, energy harvesting and combined battery-supercapacitor systems. 
Increasing popularity of supercapacitors and growing market of this devices require 

continuous development of methods for assessment of their quality and reliability. Nowadays, 
the most popular and commonly used methods for testing supercapacitors are: cycling 
voltammetry (CV), galvano-static cycling with potential limitations (GCPL), impedance 

spectroscopy and accelerated aging [8, 9]. All those methods are based on the observation of 
current or voltage during forced charging/discharging of a supercapacitor in various voltage 

and current conditions.  
Quality of a supercapacitor is usually derived from its capacitance, equivalent series 

resistance, ESR, and impedance. Degradation of supercapacitor is indicated by the change of its 
capacity and ESR and is measured by known methods of estimation of those parameters.  
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2. Equivalent circuit of supercapacitor 

 
One of types of supercapacitors is an electric double layer capacitor (EDLC). The EDLC 

comprises two porous carbon electrodes with an ion permeable separator and electrolyte 

solution between them. A typical EDLC structure is shown in Fig. 1. 
 

 

 

Fig. 1. An illustration of supercapacitor’s structure. 

 
When a supercapacitor is cyclically charged and discharged, four stages can be 

distinguished: 1) charging, when charges flow into the structure and a voltage increase is 
observed at the capacitor terminals; 2) a voltage drop, after the capacitor is charged and left 
with open terminals (the voltage at  the terminals slowly decreases); 3) discharging, when 

charges flow out of the structure of capacitor, and a voltage drop is observed at the terminals 
and 4) the voltage restore, when the capacitor is discharged and left open-circuit (a voltage 

increase is observed between the terminals). A voltage curve when charging the supercapacitor 
with a constant current at disconnected terminals and discharging it with a constant current is 
shown in Fig. 2. 

 
 

 
Fig. 2. A change of voltage between supercapacitor terminals during charging (1),  

when disconnected (2), (4) and during discharging (3). 

 
An electrical equivalent circuit of supercapacitor that models its behaviour during the 

charging – discharging process is described in [10, 11]. The model comprises two branches, as 

shown in Fig. 3. The first branch with the equivalent series resistance ESR and capacitance CH 
represents the Helmholtz layer capacity available for fast charging/discharging. The second 

one, with capacitance CD and resistance RD represents the mechanism of charges’ redistribution 
by the diffusion mechanism [10, 12]. The electric capacitance of diffusion mechanism is 
represented by the capacitor CD. The resistance RD determines how fast is the diffusion 

mechanism. The resistance RL represents the leakage current of the supercapacitor.  
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Fig. 3. A two-branch model of supercapacitor. 

 
During stages 1 and 3, the charge is transported into and out of the structure, respectively. 

The charge is preserved in Helmholtz capacitance, as the value of RD resistance is significantly 
higher than the value of ERS. In stage 2, when the charge stored in the structure is constant (the 

terminals are disconnected) we observe migration of the charge to pores that are less available 
and have not been yet occupied during the charging process. The time constant of this process 
is determined by diffusion resistance RD and diffusion capacitance CD (Fig. 3). Simplifying, the 

charge stored in Helmholtz capacitance CH flows to diffusion capacitance CD, which results in 
an overall voltage drop [10]. In this stage, also the leakage mechanism is responsible for the 

voltage drop. The leakage mechanism is dominant in this stage after relatively long time, while 
at the beginning it is the charge redistribution one that dominates [13].  

In stage 4, when the supercapacitor is discharged and its terminals are open, an increase of 

voltage is observed between the terminals. It can be interpreted as an effect of a slow release of 
the charges stored deeply inside carbon pores. According to the electrical model (Fig. 3), after 

discharging Helmholtz capacitance CH to zero volt and next opening the terminals, some 
amount of charge still remains in diffusion capacitance CD because the resistance RD is much 
higher than the ERS (the time constant ESR∙CH is smaller than the constant RD∙CD). Thus, the 

capacitance CH will discharge faster than the capacitance CD. Therefore, there will be a charge 
flow between CH and CD until the equilibrium state is reached [14].  

When voltage is applied to the terminals of supercapacitor, ions migrate into vicinity of the 
electrode surface and form a Helmholtz plane. The electrode material is porous and ions migrate 
into pores, being forced by the electric field. Different size of pores and the random process of 

charging (penetration of pores at various speed) generates fluctuations in current flowing 
between the terminals when charged by a constant voltage supplied to the terminals. The 

fluctuations can be also observed during the discharging process when recording voltage 
fluctuations across the attached loading resistance.  

The fluctuation phenomenon is induced by temperature (Johnson noise) but should exhibit 

some low frequency component (1/f-like noise) as well. That component should intensify when 
some areas of electrodes are on the verge of charging/discharging ability. We can assume that 

when some pores are blocked or almost blocked, the gathered charge can be removed (or stored) 
at a more slowly rate and low frequency fluctuations of that process should be observed. That 

phenomenon is observed in other electrochemical systems and applied to determine a corrosion 
rate [15]. 

Degradation of the supercapacitor as a result of operating conditions can be identified by an 
increase of ESR, a decrease of its electrical capacitance or by both mentioned changes. 
A decrease of capacitance is a result of blocking the pores by decomposed electrolyte and other 

chemical compounds. That degradation is irreversible. The pores can be also blocked by 
relatively large ions which exclude these pores from contributing to the supercapacitor terminal 

capacitance. These blocking processes are reversible and after some relaxation time can be at 
least partly restored .  
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Changes in the active area of carbon electrode (the number of active pores) should modify 

the intensity of fluctuation phenomenon. We can expect that the most intense 1/f-like noise is 
generated when the pores are on the verge of charging/discharging ability because such 
processes are rather very slow and will increase random components at a very low frequency 

range. When the pores are blocked completely, it means that these areas are excluded from any 
charging/discharging ability and noise generation as well. Thus, the 1/f-like noise should be 

potentially an interesting indicator of any process of pore blocking at its preliminary stage. 
 
 

3. Low-frequency noise measurements in supercapacitor 

 

A high value of capacitance CH results in a very low frequency of low-pass filter formed by 
CH, ESR and the loading resistance connected to the terminals of the tested supercapacitor. The 
electrical fluctuations are then filtered and only very low frequency components of noise 

generated inside the supercapacitor can be observed. This requires relatively long time 
of measurements because noise samples are recorded at very low rates. Moreover, estimation 

of power spectral density of noise samples requires averaging that lengthens the measurement 
process.  

During the charging stage a stabilized current or voltage source is required to protect 

supercapacitor against overvoltage. These sources generate huge inherent noise or interference. 
It means that 1/f-like noise measurements during the charging stage could be overwhelmed by 

the inherent noise of the applied current or voltage source and therefore cannot be executed. 
Thus, we can assume that  the low-frequency noise can be observed when the tested 
supercapacitor is fully charged (both capacitances CH and CD are completely charged) and some 

fluctuations are observed in the discharging current. 
The supercapacitor can be discharged with a constant current or through a constant loading 

resistance. Discharging with a constant current shows the same limitations as charging with a 
constant current. An additional control unit is required which will introduce an additive noise 

source limiting identification of the 1/f-like noise component generated inside the discharged 
supercapacitor. That problem can be reduced when the supercapacitor is discharged through the 
joined constant loading resistance. A low-noise metallized resistor should be used for that aim. 

Moreover, when the supercapacitor is discharged through a resistance, the discharging time can 
be controlled by switching the loading resistor (e.g. between its low and high values). This 

method was applied for low-frequency noise measurements in the presented experimental 
studies. 

A very low frequency noise component can be observed when the supercapacitor is 

discharged through a loading resistance securing a sufficiently low discharging current to record 
voltage fluctuations across the resistor for relatively long observation time. At the same time 

the discharging current should be huge enough to ensure intense voltage fluctuations across the 
loading resistor, up to the end of the recorded voltages.  

A voltage across the loading resistor connected to the terminals of the charged capacitor is 

described by: 

     V(t) = V0 e (−t/RC),                                                             (1) 

where: V0 is an initial voltage between the terminals of the charged supercapacitor; R is a 

loading resistor and C is a capacitance. The discharging time could be estimated by: 

    t = −RC ln (V/V0),                                                                (2) 

where: V is an acceptable voltage in the final stage of noise recording. For example, 

a supercapacitor of 2,5 F capacitance charged to a voltage of 2,7 V and next discharged by 
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a loading resistor of 1 kΩ requires about 4 hours of discharging to reach a voltage between its 
terminals lower than 10 mV. 

 
 

4. Measurement set-up 

 
The measurement set-up for 1/f-like noise measurements in supercapacitor consists of (i) 

a current source with a voltage control, (ii) a switching unit with a set of keys (relays) 
to connect/disconnect supercapacitor to the elements of a bias circuit, (iii) a loading resistor and 
(iv) a data acquisition card (Fig. 4).  

The controllable/programmable current source is used for charging/discharging of the 
examined supercapacitor before noise measurements. The current source is connected to the 

supercapacitor through the electronic keys in order to separate the supercapacitor and the 
current source during noise measurement. The keys are also used during measurements 

of charging/discharging currents and other parameters (e.g. a leakage current).   
The data acquisition card provides dynamics and resolution of the recorded signals to 

measure AC (noise) and DC components of voltage ranging from a nominal voltage of the 

tested supercapacitor to nearly 0 V. The laboratory system secures 24-bit resolution and 

a voltage range of +/−10 V.  
  

Fig. 4. The measurement setup: a block diagram (a); a switching and biasing unit (b). 

 
Before noise measurements, the supercapacitor has to be charged to a given voltage. 

Moreover, its state should be stabilized. It is achieved either by leaving the supercapacitor with 

open terminals until its output voltage stabilizes (a voltage drop should be observed by a 
potentio-static cycle at a specific voltage until the current is sufficiently low, which indicates 
full charging of the tested supercapacitor – both CH and CD are fully charged). This operation 

is necessary to spread the charges within its structure. Next, the current/voltage source is 
disconnected and the loading resistor R and the data acquisition card are connected to the 

terminals of supercapacitor by the relay keys and voltage fluctuations across the loading resistor 
are recorded. 

 
 
5. Experimental results and discussion 

 
In the experiment, commercially available supercapacitors, DRL 2.7V 10F type, with a 

nominal capacitance 10 F and a nominal voltage 2.7 V, were used. A discharging curve of the 

tested supercapacitor discharged through the loading resistance 1 kΩ is shown in Fig. 5. 
An example of time record of voltage fluctuations and its histogram after removing the 
exponential trend are presented in Fig. 6. 

 

 a)       b) 

  
DUT

Current/voltage
source

Computer Data acquisition board
 DIO     A/D converter

V /I
C C

c
o
n
tr
o
l

d
a
ta

 r
e
a
d

c
o
n
tr
o
l

m
e
a
s
u
-

re
m

e
n
t

Bias and switching
unit

DUT

R

Source +Vc/Ic

Source -Vc/Ic

ADC noise

Control line

Bias and switching
unit

649



 

A. Szewczyk: MEASUREMENT OF NOISE IN SUPERCAPACITORS 

 

 
Fig. 5. A discharging curve of the tested supercapacitor, DRL 2.7V 10F type,   

through the loading resistance of 1 kΩ. 
 

 
  a)      b) 

  
Fig. 6. An example of  recorded time series of voltage fluctuations after removing the exponential trend (a) 

and its histogram (b). 

 

 

 

Fig. 7. Power spectral density of current fluctuations S(f) identified in the discharging current I of a DRL 

2.7V 10F specimen when discharged through the loading resistance 1 kΩ.  Power spectrum estimated in each 

time interval was normalized by the square of the discharging current. 

 

 

The recorded samples were divided into sub-records and an FFT algorithm and the squaring 
operation was applied to estimate the power spectral density function S(f). The power spectra 

were normalized by the square of mean current I. The mean current value was calculated from 
the discharge current values in the time record the spectrum was calculated. Next, the spectra 
were averaged to reduce the estimation random error. An example of power spectrum density 
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is shown in Fig. 7. It required about 4 hours of noise recording and the 1/f-like noise dominates 

at low frequencies below 1 Hz. The presented results confirmed that the 1/f-like noise can be 
observed in supercapacitors and used to assess their quality. The recorded noise exhibited the 
1/f noise. We suppose that some degradation processes in the supercapacitor structure change 

its slope as in the case of 1/f-like noise generated in other porous materials for gas sensing [16]. 
Such information should be valuable for quality assessment of the tested supercapacitors.  

It should be underlined that the presented preliminary results depend on quality of not only 
the tested supercapacitors but also the materials used for their preparation (carbon electrodes 
and the type of electrolyte). Therefore, we cannot assure that the proposed measurements will 

give satisfactory results of 1/f-like noise measurements in other types of supercapacitors. 
 

6. Summary 

 
Low-frequency noise generated in supercapacitors requires carefully selected experiment 

conditions and relatively long time of data recording − up to a few hours − to estimate its power 
spectral density. The 1/f-like noise prevails at frequencies below 1 Hz only in the examined 
commercial supercapacitors. The proposed and prepared laboratory measurement set-up 

controls the measurement time by changing the value of loading resistor. Its value is a 
compromise between either obtaining a too low discharging current and observing a very tiny 

noise component or obtaining a too big discharging current during very fast discharging, 
reducing time for noise recording and making necessary the operation of averaging to reduce 
the random error of power spectral density estimation. Additional long-term study is required 

to determine how 1/f-like noise is related to quality of the tested supercapacitor.  
The next important issue is whether the 1/f-like noise can be observed in an almost 

discharged supercapacitor when a small current flows between capacitances CH and CD. It 
would be very interesting because it should shed light on processes occurring inside the 
supercapacitor’s structure which has not been examined with the above presented method . 
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Abstract 

The article presents state of work in technology of free-space optical communications (Free Space Optics − FSO). 

Both commercially available optical data links and their further development are described. The main elements 

and operation limiting factors of FSO systems have been identified. Additionally, analyses of FSO/RF hybrid 

systems application are included. The main aspects of LasBITer project related to such hybrid technology for 

security and defence applications are presented. 
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1. Introduction 

 
During last decades FSO systems became an important direction of optoelectronic 

technology applications. FSO is also known as fibreless photonics. To obtain a broadband 
communication channel, high frequency (HF) modulated light pulses are used to transmit data 

through the atmosphere. These systems have been installed in terrestrial systems, as well as in 
systems for data transmission between space-space, space-earth and marine objects (Fig. 1). 
Operating in the infrared radiation spectrum, the FSO can provide links with a very high data 

rate (tens of Gigabits per second) between various platforms offering ranges of several 
kilometres near the sea level or even over 100 km at high altitude. 

 
 

 
 

Fig. 1. Examples of scenarios of the FSO systems application. 
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Important FSO systems’ applications are e.g.: ad-hoc mobile communications during crisis 

situations, so-called “last mile” links in urban areas, a special data transfer e.g. between ships 
and land, and secret military data links. It was shown that a command centre would be able to 
send information to vehicles or soldiers at a distance of “line-of-sight” with a transmission rate 

from 25 Mbps to 1.25 Gbps [1]. 
The most important advantages of FSO technology are:  

− use of radiation spectra is not covered by formal regulation; 

− high transmission rates up to 10 Gbps [2]; 

− no interferences with other transmissions (insensitivity to EM interference); 

− fast, low-cost and easy installation; 

− high immunity to interception and jamming; 

− user-adjusted capacity with an option of data link reconfiguration;  

− commercial availability.  
The main disadvantage of the FSO system is its high sensitivity on weather conditions 

(atmospheric attenuations). Different weather phenomena like fog, snow and rain, turbulence, 
are able to scatter and to absorb the optical signal. As a result, both range and data rate of data 
transmission channel are reduced. To minimize the influence of these negative factors, 
characterization of various weather conditions and selection of so-called atmosphere 
transmission windows are required [3]. The recent developments in optoelectronic technology 

make it possible to construct some FSO systems alternative to RF wireless ones in mainstream 
communication applications.  

The paper is arranged as follows. In Section 2, the fundamental knowledge of FSO system 
construction is given. The influence of selected atmospheric effects and other factors on FSO 
link performance is analysed in Sections 3 and 4. A description related to the selection of a 

radiation wavelength for FSO communication is included in Section 5. The research results 
of the FSO systems designed at the Institute of Optoelectronics, MUT are presented in Sections 

6, 7 and 8, together with a concept of FSO/RF hybrid system based on the “LaserBITer” project, 
financed by the Polish National Centre of Research and Development . 

 

2. Free Space Optics  
 

In general, an FSO link consists of an optical signal transmitter and a receiver. As shown in 
Fig. 2, the transmitter is used to transmit data signals in free space by modulation of optical 
radiation. Its main elements are a radiation source, a laser modulator and optical devices. 

 
 

 
Fig. 2. Construction of an FSO data link [1]. 
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The laser modulator modulates the optical signal with an electrical one by varying e.g. the 

laser biasing current. The most popular optical device is a telescope. It is applied to direct 
optical radiation towards the receiver. 

The optical signal is attenuated in the atmosphere by absorption, scattering, scintillation, 

propagation geometrics and other phenomena. In practice, the total radiation attenuation A(λ) 
caused by atmosphere can be calculated as: 

     Α(λ) = αfog(λ)+ αsnow(λ) + αrain(λ) + αscattering(λ), [dB/km], (1) 

where αx(λ) is attenuation caused by the mentioned weather conditions and λ is an operational 
wavelength. 

The receiver usually consists of a telescope, an optical filter, a photodetector, a preamplifier 

(preamp), and a demodulator for proper retrieving the information signal. The telescope collects 
and focuses the optical radiation on the photodetector active area. The filter reduces the 

background radiation (e.g. solar illumination). The photodetector converts the photon energy 
into an electrical signal. It should provide a high responsivity at the wavelength of interest, a 
small value of noise, sufficient values of dynamic range and signal bandwidth. The most 

commonly used photodetectors are a pin photodiode and an avalanche photodiode (APD). The 
photodetector output signal is amplified by a special construction of preamp. During the last 

procedure, the amplified signal is analysed using the demodulator.  
To determine performance of FSO link, many factors should be taken into account,  

e.g. the operation wavelength, the light source power, the beam divergence angle, the 

photodetector detectivity and the aperture diameters of applied optical devices. 
The beam size at the receiver surface is dependent on the beam divergence and the 

transmission range. Typically, the beam divergence is used in a range from 1 mrad to 8 mrad, 
although in some special links the values from 6 µrad up to 180° are also applied [5, 6]. 

The selection of a light source for FSO applications depends on various factors. The most 
important are: the radiation pulse power, modulation capabilities, lifetime, eye safety, beam 
size and divergence angle, physical dimensions, compatibility with other transmission media, 

price and purchase availability. The parameter values of some radiation sources applied in 
selected FSO systems are listed in Table 1.  

 
Table 1. Light sources applied in selected FSO systems. 

 

Laser 
Wavelength 

[nm] 
Laser/LED power 

Beam 
divergence 

Application Data source 

Matrics 
LEDs 

450 6 W 180° Underwater communication www.sonardyne.com 

Nd:YAG 532 
250 mJ 

12 ns 
110 µrad Deep space mission [7] 

LD 532/486 5 W 180° Underwater communication www.saphotonics.com 

LD 785 25 mW 1 mrad Ethernet www.geodesy-fso.com 

AlGaAs 830 60 mW 6 µrad Inter-satellite communication [5] 

Argon-
ion/GaAs 

830 13 W 20 µrad Ground-to-satellite link [8] 

VCSEL 850 9 mW 3.5 mrad Last mile link www.polixel.pl 

LED 800−900 bd 17 mrad Communication between buildings freespaceoptics.ca 

LD 1550 113 mW 50 mrad UAV-to-UAV link, L = 2km [9] 

LD 1550 200 mW 19.5 µrad Ground-to-UAV link [10] 

QCL 8400 
740 mW 

(100ns, f = 1 MHz) 
2 mrad Laboratory FSO link (IOE MUT) [11] 
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Laser diodes (LDs) are typically used in current commercially available FSO systems. 

However, in some FSO constructions non-lasing sources such as light-emitting diodes (LEDs) 

or IR-emitting diodes (IREDs) are also applied. But − compared with LEDs − LDs are 
characterized by a higher output power, energy efficiency, modulation rate, and by a less 

diverged beam. Laser diodes called vertical emitting lasers (VCSELs) are high-speed radiation 
sources that ideally suit for high-speed (Gbps) data communication. These lasers are also 

characterized by very low threshold currents, non-stringent requirements for the modulation 
signal, and a good beam quality. They are relatively stable and therefore do not require power 

control using a photodiode monitor. The most common VCSELs are composed 

of GaAs/AlGaAs to emit light in a range of 750−980 nm.  
Recently, quantum cascade lasers (QCLs) are used as infrared radiation sources 

(λ ∼ 3.5÷24 µm) basing on the unipolar lasing mechanism; QCLs have unique high-frequency 

characteristics with theoretical bandwidths above 100 GHz [12]. 
In addition, there has been also developed a high-bandwidth underwater communication 

system using blue-green lasers. For example, the BlueComm modem family constructed by 
Sonardyne company provides data transmission rates exceeding 500 Mbps. A transmission rate 
of 1 Gbps at distances greater than 150 m was also reported [13].  

In practice, there are four common topologies of FSO networks: point-to-point, point-to-
multipoint, mesh, and ring ones. However, these topologies can be combined. In the point-to-

point arrangement, a transmission rate from 155 Mbps to 10 Gbps at a distance from 2 km to 
4 km can be obtained. Such a link provides a dedicated connection with a higher bandwidth, 

but it is not cost-effectively. In comparison, the point-to-multipoint configuration is cheaper but 
offers a worse bandwidth (the same data rate at a distance from 1 km to 2 km). The mesh 
topology is able to transmit data with a rate of 622 Mbps at shorter distances from 200 m to 

450 m. The ring topology is usually used in metropolitan networks. There are “backbones” 
represented by fibre or FSO high-speed rings [14]. 

A roadmap of FSO technology is shown in Fig. 3. It can be noticed that since 1990s there 
have been commercially available FSO systems with data rates of up to several tens of Mbps. 

Nowadays, this rate has been gradually increasing up to 10 Gbps. 
 
 

 
 

Fig. 3. A roadmap of FSO technology [15]. 
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3. Atmospheric effects 

 

The atmosphere interactions with optical radiation due some phenomena depend on its 

composition. Practically, the atmosphere consists of different molecular species and small 
particles like aerosols (fog, forest exudates, dust, sea-salt particles, soil particles, volcano 

debris, particulate, air pollutants, smog and smoke), ice particles, and water droplets. Thus, the 
atmosphere causes attenuation of optical signals by absorption, scattering, and scintillation. 
Nonetheless, atmospheric transmission windows are defined by the molecular absorption, that 

is a spectral selective phenomenon (Fig. 4) [16]. In general, an atmospheric attenuation τ is 
described by Beer’s law:  

 τ � ������α��� � β
����

	
�, (2) 
 

where: L is a distance between the transmitter and receiver; αabs and βscat are coefficients 
of atmosphere absorption and scattering, respectively.  

 
 

 

Fig. 4. Transmittance through the atmosphere as a function of wavelength. 

 

Absorption is caused by atmospheric molecules, the energy levels of which can be excited 
by incident photons. An absorption coefficient depends on the type, effective absorption cross-

section σ���	and concentration ��� of gas molecules. These parameters are related as follows 
[17]:  

 α��� � σ������. (3) 
 

The scattering process causes propagation of the redirected radiation beam propagates in 
various directions different from the original one [2]. There are three main types of scattering: 
Rayleigh, Mie, and non-selective. The scattering type depends on the relationship between the 
size of scattering particles and the wavelength of propagated light. Rayleigh scattering is caused 

by particles with a size much smaller than the light wavelength. In this case, the scattering 

intensity decreases with the wavelength as ~λ−4. When the particle size is comparable with or 
is as large as the radiation wavelength, Mie scattering is observed. Non-selective scattering 
occurs for particles’ sizes greater than the beam wavelength. In this case, the Mie theory is 

approximated by the principles of reflection, refraction and diffraction. The scattering 

coefficient depends on the concentration Nscat and effective cross-section σscat parameter values 
of the particles and can be described by: 

 β
����

� σ��������. (4) 
 

The total scattering coefficient is given by:  

 β
����

� β
�
� β

�
, (5) 
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where βm and βa denote Rayleigh (molecular) and Mie (aerosols) scattering. 

The Rayleigh scattering coefficient is given by: 
 

 β� � σ���, (6) 
 

where: σ� is a Rayleigh scattering cross-section; �� is a volumetric density of air molecules. 

The parameter σ� depends on the index of refraction n, volumetric density of the molecules 
N, and the radiation wavelength: 

 

 σ� � �π�������
�

�	�
�
. (7) 

 
Rayleigh scattering is significant in the ultraviolet and visible spectral ranges. Moreover, it 

is negligible in the infrared range. The Mie scattering coefficient is expressed by: 
 

 β� � σ���, (8) 

where: σ� 	is a Mie scattering cross-section; and ��	is a volumetric density of air particles. 
The value of coefficient βa can be estimated by visibility V with the expression1: 
 

 β� � ��.�
�
� ��.��



�
�
, (9) 

 

where: δ is a coefficient with a value between 0.7 and 1.6 corresponding to visibility conditions 
given in km; λ is a wavelength of propagating beam (µm) [19].  

The fog particles float in the air for a longer time than rain droplets. Additionally, they are 

characterized by a size smaller than the radiation wavelength. Thus, the scattering due to rainfall 
(non-selective scattering) is less effective than to fog (Mie scattering). The rain scattering 

coefficient can be determined using the Stroke Law [20]: 
 

 β����	���� � π	��������� ��
�, (10) 

 

where: r is a radius of raindrop (from 0.001 cm to 0.1 cm); Na is a distribution of rain drops, 

and Qscat is a scattering efficiency. 
 

 
 

Fig. 5. Optical path changes due to turbulence: eddies are larger than the beam diameter,  

with scintillation spots and aperture averaged. 

 

Another important atmospheric factor that limits FSO data link capabilities is turbulence. 
Clear-air turbulence (CAT) is defined as chaotic streams and eddies of air masses during the 
absence of any clouds. Such air movements are described as turbulent ones, because air masses 

are moving at widely different speeds [21]. As a result of this phenomenon phase shifts of the 
propagated optical radiation are noticed. The distortions of front-wave can be observed as 

intensity changes referred as scintillation. Aerosols, moisture, temperature and pressure 

                                                           
1 According to the Kruse model, visibility is defined as a path length, where radiation of 550 nm is attenuated to 0.02 of its 

original value and it is estimated through observation. 
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fluctuations produce variations of the air density and thus also its refractive index [3]. Air eddies 

can bend the optical path if their size is larger than the beam diameter (Fig. 5). In the opposite 
situation, constructive and destructive interferences are created, resulting in temporal 
fluctuations of light intensity (spots) at the receiver surface. 

For scintillation scaling, a refractive index structure parameter ��� is introduced into 

calculations. A number of parametric models have been formulated to describe the ��� profile. 
One of the most commonly used model is described by Hufnagel-Valley [23]: 

����ℎ� = 0.00594 � �
27

�
� �10��ℎ�����	 
−

ℎ

1000
� + 

 2.7 ∙ 10�����	 �−
�

����
� + ����	 �−

�

���
�, (11) 

 

where: h is an altitude in m; v is a wind speed at high altitude in m/s; A0 is a turbulence strength 

on the ground level; A0 = 1.7∙10−14m−2/3. In practice, this parameter depends also on the 
geographical location and time of day. There are three different turbulence effects: scintillation, 
beam wander and beam spreading. Scintillation is the most important for FSO links, causing 
intensity fluctuations at the receiver surface. The level of scintillation can be measured in terms 

of the irradiance variance given by:  

 σ 	
 � =1.23���

�

����� , (12) 

where k = 2π/λ is the wave number. 

The variance is linearly proportional to ���, nearly proportional to both 1/λ and the square 
of the link distance [24]. Therefore, systems of shorter wavelengths have a proportionally 
higher variance caused by scintillations. This effect increases with the data range and becomes 

more critical for small aperture photo-receivers [25]. 
Beam wandering, as well as the scintillation index, is an important characteristic of radiation 

propagation. It determines requirements for tracking and pointing instruments of FSO 
system [26]. This effect is observed as a random movement of the focused beam on the 
photodetector surface. The beam wandering is also expressed in terms of local fluctuations 

of the irradiance intensity. It results in an increase of system bit error rate (BER) and, 
appropriately, the tracking error. Recently, many studies indicated that partly coherent beams 

are less affected by the turbulence than the fully coherent beams. So, the use of a partly coherent 
beam source reduces the radiation intensity fluctuation at the receiver [27]. 

Beam spreading is related to the broadening of the beam size at the receiver surface beyond 

an expected pure diffraction limit. Fig. 6 shows the laser beam propagation through the 
turbulent atmosphere. 

The additional laser beam spreading caused by turbulence grows with the increase of both 
refractive index structure parameter Cn and propagation length (Fig. 7). This spreading is 

expressed as: 

 �
�� = 1.33���Γ�/�, (13) 

while Γ is given by: 

 Γ=
�λL

����(�)
, (14) 

 

where: L is a distance from the source; ��(�) is an initial beam waist at L = 0. The parameter 

��  defined as a beam amplitude or irradiance equals: 

 ��� = 1.23��� ���
λ
��/� ���/�. (15) 

In the latest FSO systems, some techniques are applied to mitigate such atmospheric effects 
as scintillation or beam wander. These techniques use e.g. adaptive optics (AO), diversity 

techniques, aperture averaging, and fast tracking antennas. 
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Fig. 6. Propagation of a laser beam through the turbulent atmosphere [28]. 

 

 

 
 

Fig. 7. Laser beam spreading vs. refractive index structure parameter for different propagation lengths  

and a beam wavelength of 1550 nm [28]. 

 
Adaptive optics are designed to continuously measure and correct wave-front errors. Beam 

diversity can occur in some forms:  

− spatial − requiring multiple transmitters and receivers;  

− temporal − requiring double transmitted signals, separated by a time delay;  

− wavelength − requiring at least two different wavelengths transmission of data.  
Numerous methods for fine tracking and automatic acquisition have been developed. These 

methods include the use of quadrant-detectors, servo-motors, voice-coils, stepping-motors, 
mirrors, CCD arrays and MEMS [29]. 

Practical performance of FSO systems is also limited by geometric losses. These losses occur 
when the light beam spreads to a size larger than the receiver’s aperture. Geometric loss is 
expressed by a  ratio of the receiver’s aperture diameter DR and irradiated beam diameter DT. 

This ratio can be determined by the formula:  

 ���������	
��� �
����

�

�������
�
, (16) 

where θ − a beam divergence [mrad]. In general, a system is perfectly aligned when the centre 
of the Gaussian power distribution is at the optical axis of the receiver. 
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4. BER, SNR and optical link budget 

 

Taking into account atmospheric attenuation and geometric loss, a radiation power �� 

registered by the receiver is given by [30]: 

 �� = �� ��
�

��������
����−τ ��, (17) 

where: ��  is a power emitted by the transmitter; τ is a total coefficient of atmospheric 
attenuation. 

In digital transmission, the BER value is determined as a ratio of the number of bit errors 
and the total number of transmitted bits during a studied time interval [31]. For FSO 

communication, it can be described as [32]: 
 

 �	
 =
	



��� � ���


√
�
�, (18) 

 

where: erfc is called a Gauss error function; R is a detector responsivity; and N is thermal noise 

of the receiver. The value of BER also depends on the modulation scheme. For FSO links with 
the on-off keying modulation, the BER performance is characterized by a signal to noise ratio 

(SNR) [33]: 

 �	
 =
�������/
�

�
π ����.�
, (19) 

Taking into account turbulence, the SNR is estimated [22]: 

 ��
 = �0.31��
��/��		/���	, (20) 

where I = |	
| is radiation irradiance. 
Summarizing, the received optical power can be calculated as [34]: 

 

 �� = ���������������������, (21) 
 

where: �� , �� are losses that include imperfect optical components of both transmitter and 

receiver; �� = �π��/��
 is a gain of the transmitting aperture; ��� = ����−8����
 /�
� is 

a pointing loss of the transmitter; ��� = ��/4π ��
 is a free-space propagation loss; �� =
�π��/��
 is a gain of the receiving aperture; ��� is a pointing loss of the receiver; �� is 

atmospheric attenuation at the operating wavelength; θjit is an optical beam jitter angle; and � 
is an optical beam divergence as set by diffraction. 

It should be also noticed that the application of a high-sensitive photo-receiver in an FSO 

system with a large-aperture lens makes it possible to increase the influence of the background 
radiation on the data signal. Sometimes, direct sunlight may cause link outages for a period of 
time. In these circumstances, narrowing the photo-receiver FOV and using a narrow-bandwidth 

optical filter can improve the system performance.  
 

 

5. Wavelength selection for FSO communications 

 

The selection of a wavelength for the FSO data link is a very important issue. Nowadays, 

commercial FSO systems usually operate in the spectra of 780−850 nm and 1520−1600 nm. To 
determine a wavelength range, it should be taken into consideration the availability of the main 

FSO components defined by their transmission range, eye safety, modulation rate, costs, and so 
on. The eye safety is one of the most important restrictions to the optical power level emitted 

by an FSO transmitter. Lasers emitting radiation at a wavelength of 1550 nm or about 10000 nm 
can be used more safely than those with 850 nm and 780 nm. This is due to the fact that infrared 
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radiation with wavelengths above 1400 nm is absorbed by the transparent parts of the human 

eye before reaching the retina. That is why the maximum permissible exposure (MPE) for these 
wavelengths is higher than for shorter ones.  

The International Electro-technical Commission (IEC) classifies lasers into four safety 

classes depending upon their beam power, wavelength and possible hazards [35]. Most of the 
FSO systems use Class 1 and Class 1M lasers. For example, an FSO system operating at a 

wavelength of 1500 nm can transmit a light beam with 50 times higher power comparing with 
a system working at a shorter wavelength range. It enables to propagate radiation over longer 
distances in the case of worse weather, and to support higher data rates [30].  

In the near-infrared spectrum (NIR, 780÷850 nm), reliable, inexpensive, high-performance 
optoelectronic devices, i.e. lasers and detectors, are readily available and commonly used in the 

FSO transmission equipment. Advanced VCSEL lasers and silicon photodiodes are used for 
operation at this wavelength. Si detectors typically have the maximum of their spectral 
responsivity near the value of 850 nm, making in conjunction with VCSELs very efficient tools. 

Silicon detectors are ideal for FSO systems operating at a very high bandwidth − 10 Gbps.  

The short-wavelength-infrared spectrum (SWIR, 1520−1600 nm) is also well applicable for 
FSO links. High quality lasers and detectors are readily available. These wavelengths are also 

used in the fibre technology. As radiation sources, Fabry-Perot and Distributed-Feedback lasers 
(DFB) based on InGaAs/InP semiconductor technology are used. For construction of an FSO 
receiver, InGaAs detectors are usually applied. These detectors based on PIN or APD 

technology are optimized for operation at the wavelength of 1310 nm or 1550 nm providing 
a data rate of 10 Gbps.  

The long-wavelength-infrared spectrum (LWIR) FSO systems are more challenging because 
of practical aspects. However, in this spectral range, there is observed a smaller impact 
of absorption and scattering on beam propagation through moderate fog comparing with that 

of other infrared ranges. Also, atmospheric turbulence is characterized by a smaller impact 
on transmission. Additionally, a smaller influence of solar radiation (29 dB) at a wavelength 

of 10 µm, comparing with the wavelength of 1550 nm is noticed [36, 37]. Recently developed 
quantum cascade lasers (QCL) are very attractive radiation sources operating in this spectral 

range. They are compact, high-power semiconductor lasers with the frequency characteristics 
of even 100 GHz bandwidth. This makes QCLs important tools for constructing communication 
systems. In the case of FSO receiver design, an MCT detector characterized by ultra-high 

detectivity and GHz signal bandwidth is applied.  
Summarizing, there are three different optical radiation spectra employed in FSO systems. 

In their construction, different radiation sources and detectors are used. These optoelectronic 
elements are characterized by parameters dependent on wavelengths and data rates. That is why 
the analyses of FSO system design should take into consideration the impact of the operation 

spectra on the atmosphere transmission. For example, Fig. 8a shows the total attenuation versus 
low visibility at wavelengths of 780 nm, 850 nm and 1550 nm. These wavelengths correspond 

to the operation spectral ranges of commercially available FSO systems. The total attenuation 
at a wavelength of 1550 nm is lower than at others. Therefore, to reduce the beam attenuation 
during hazy days, the SWIR-FSO system should be used. It is observed that the radiation 

attenuation increases with the link range (Fig. 8b). For a radiation wavelength of 1550 nm, the 
growth speed is lower than for others.  

The performed analyses show that the atmospheric attenuation depends also on the rainfall 
rate (Fig. 9). However, rain has not so strong spectral influence, because raindrops have larger 
size compared with laser wavelengths causing minimal scattering of light beam.  

Nowadays, the dynamic development of LWIR-FSO systems is observed. But these works 
are mainly performed at lab-experiment level. In Fig. 10 a comparison of LWIR radiation 
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attenuation with that obtained for other ranges for different values of visibility is presented. It is 

shown that the LWIR range is characterized by better transmission in a wide range of visibility. 
 
 

a) 

 

b) 

 
 

Fig. 8. Total attenuation versus average visibility (a); and total attenuation versus link range  

for different wavelengths (b). 

 
 

 
 

Fig. 9. Total attenuation versus link range for different  rainfall rates. 

 
 

 
 

Fig. 10. Radiation attenuation versus visibility [38]. 

 
There are only a few reports describing results of experimental verification of beam 

transmission at the wavelengths of interest. Fig. 11a shows transmission losses for four different 

wavelength links as a function of time.  
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There was observed a significant decrease in transmission for three shorter wavelengths 

during the day time. In the same time, an increase of water vapour concentration was also 
registered. Similar experiments were performed for different oil vapour concentrations. In this 

situation, the LWIR radiation is also characterized by the lowest attenuation (Fig. 11b). 
 

 
a) 

 

b) 

 

Fig. 11. Transmission losses for four different wavelengths of FSO links: as a function of time during which  

the water vapour concentration increased (a); as a function of increased oil vapour concentration (b) [39]. 

 
 

6. FSO/RF hybrid data link 

 

Free Space Optics is sensitive to atmospheric conditions reducing visibility, e.g. 

precipitation, fog, haze, or scintillation. These factors may limit the data link range to a few km 
or several hundred metres. It is also known that RF links show good transmission in fog, but 
high attenuation in the presence of precipitations like rain and snow. This results in a better 

matching the RF wavelength to sizes of e.g. rain droplets. However, RF channels are also more 
susceptible to interference and jamming. 

Combining these two technologies into one FSO/RF hybrid link may increase the data 
transfer availability and ensure higher security keeping a high speed of transmission. Such a 

hybrid construction can be classified into three categories: redundant systems, switch-over 
systems and load-balancing systems [40]. The redundant systems duplicate data and transmit  
them simultaneously over both the FSO and RF data links. In contrast, the switch-over systems 

transmit data using only one link. Usually, the FSO link is chosen as the primary link whereas 
the RF one operates as a backup. In practice, the RF link compensates the reduced bandwidth 

of FSO link during bad-weather conditions. The load-balancing systems distribute the data 
traffic between the FSO and RF links according to the connectivity quality, thus exploiting the 

full available bandwidth at each time.  
The hybrid FSO/RF technology is especially dedicated to military communication systems, 

crisis management, intelligent transportation systems, and telemetry. In the military area, it can 

be used in transmission systems at Tactical Operations Centres, airborne networks, cross-links 
between satellites, as well as in different types of platforms: space-to-air, space-to ground and 

air-to-ground [41]. 
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7. Free Space Optics technology at the Institute of Optoelectronics, MUT 

 
In the Institute of Optoelectronics, the research related to laser communication systems 

started in 1990s. The first FSO system operating at a wavelength of 850 nm was developed in 

1993 and provided a data transfer rate of 10 kbps. In 2004, there was constructed the second 
system with a transfer rate of 100 Mbps and an operation wavelength of 1.54 μm. The work on 

LWIR-FSO links was started in 2006. That link used QCL’s laser system from Cascade 
Technologies. The receiver consisted of an off-axis mirror system from Janes Technology and 
a low-noise MCT detection module from VIGO System S.A. The main limiting factors of its 

data transmission rate were the modulation bandwidth and the duty cycle of generated pulses.  
Thanks to the recent progress in semiconductor technology, QC lasers with a much higher 

power, repetition rate and duty cycle of pulses have been constructed. In 2009, it was decided 
to design the second model of LWIR FSO link. In that construction, a laser system of Alpes 
Lasers SA, a germane lens and optimized MCT detection modules from VIGO System S.A 

were used. To connect the optical link with the data network, a fully programmable RCM 4200 
module operated by a Rabbit 4000 processor with a complete Ethernet interface was applied. 

The module worked as a buffer for receiving data frames from Ethernet network, performing 
data analysing and validation. Parameters of the two LWIR-FSO systems are listed in Table 2.  

 
Table 2. Parameters of the constructed LWIR-FSO data links. 

 

Parameter First model (2006) Second model (2009) 

Operation wavelength  10 µm 8.4 µm 

Pulse peak power  100 mW 200 mW 

Detection module detectivity 3.2·109 cmHz1/2/W 3·1010 cmHz1/2/W 

Beam divergence  1.5mrad 2.5 mrad 

Data rate 115 kbps 2 Mbps 

Range 1.5 km (Vis = 2 km) 2.5 km (Vis = 2 km) 

 
 

8. LasBITer Project of radio-optical data link  
 

LasBITer is a hybrid data link design consisting of optical and radio communication channels 
(Fig. 12). The FSO transmitter project consists of a compact laser head with a QC laser 
constructed at the Institute of Electron Technology, a laser driving unit, a temperature controller 

and a parabolic off-axis mirror optical device. Additionally, the device is equipped with a laser 
power monitoring system.  

 

8.1. Project description 
 

The FSO receiver is built of an optimized optical system and a detection module from VIGO 
System S.A. The optical system provides both high data rate and good conditions to start the 

FSO data link and to minimize the influence of turbulence on the link availability. The detection 
module is equipped with an MCT detector and a pulse power control unit. 

The communication unit enables data transmission using the designed FSO system and 
a commercial RF. It also enables measuring a bit error rate in each of these channels. It is based 
on XILINX FPGAs technology. This application enables flexible changing of both data coding 

and configuration of forward error correction methods. In this unit, a control data stream is 
added to the useful information in order to monitor the link quality. 
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Fig. 12. A concept of the FSO/RF hybrid data link. 

 

A special controller of FSO data link is also developed to control the parameters of its key-
components (power supplies, radiation power, operation temperature, etc.). The radio data link 

is based on commercial transmission modules operating at the military frequency of 1.4 GHz. 
Two modes of co-operation of FSO-LWIR and RF are designed. In the independent operation 
mode, the data link user decides which of the channels will be used for data transmission. It is 

also possible to distribute the data proportionally to the configured data rate, so-called load 
balancing, using the second mode of its operation. 

Compared with some previously reported hybrid systems [42, 43], the LasBITer data link 
design has a better data range, communication availability, and transfer data safety.  

The goals should be obtained by the use of dedicated 8÷12 µm quantum cascade lasers and 
optimized MCT detection modules.  

 

8.2. Quantum cascade lasers 

 

The quantum cascade lasers are unipolar devices based on tunnelling and inter-sub-band 
transitions, in which the electronic states, wave functions and lifetimes of relevant states are 
engineered through the quantum mechanical confinement imposed by a complex multilayer 

structure. The second main feature of this type of lasers is the cascading scheme of carriers’ 
route through the laser active region. That means that a single carrier is used more than one 

time for generating a photon carrier. For QCLs operation, an extremely precise tailoring of 
energy levels of quantum states, optical dipole matrix elements, tunnelling times and scattering 
rates of carriers is required. The physical basis of QCLs operation is fundamentally different 

from that of classical bipolar semiconductor lasers, in which the emission is due to the inter-
band radiative recombination of pairs of carriers instead of inter-sub-band transitions which 

lead to lasing in QCLs [44].  

At this moment, a wavelength range of QCL radiation spans from ~3.5 µm up to ~250 µm. 
So it generally covers a very wide infrared spectrum, from mid-IR up to far-IR. In comparison 

with the performance of bipolar lasers, this one provides about two orders of magnitude increase 
of the wavelength range available for semiconductor lasers, towards the longer wavelengths. 

The huge spectral flexibility of the emission is a result of the application of the intra-band 
generation mechanism.  

For the purpose of LasBITer data link project, the lattice matched (~9.2÷9.4 µm) 

Al0.48In0.52As/In0.53Ga0.47As/InP QCLs technology has been selected [45, 46]. The laser 
structures consisted of 30- segments. The active region of the lasers was of a 4-well 2-phonon 

resonance design. The layer sequence of one period of the structure, in nanometres, starting 
from the injection barrier is: 4.0, 1.9, 0.7, 5.8, 0.9, 5.7, 0.9, 5.0, 2.2, 3.4, 1.4, 3.3, 1.3, 3.2, 1.5, 
3.1, 1.9, 3.0, 2.3, 2.9, 2.5, 2.9 nm. The AlInAs layers are printed in bold. The total thickness 

of one period is 59.8 nm. The underlined layers are n doped to 2.0 × 1011cm−2. The conduction 
band profile and squared wave-functions of moduli in the injector/active/injector segment of the 
Al0.48In0.52As/In0.53Ga0.47As/InP laser under the applied field of 50 kV/cm are shown in Fig. 13.  
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The electronic band structure of QCL has been calculated by solving the Schrödinger 

equation with position-dependent effective mass. 
 

 
 

Fig. 13. The conduction band profile and squared wave-functions of moduli in the injector/active/injector 

segment of the laser under the applied field F = 50 kV/cm (at threshold). The wave-functions have been shifted 

to the energy positions of the respective levels. E4, E3, E2 and E1 refer to the upper, lower and ground states  

of lasing transitions. The black dashed line denotes the “spurious” excited state in the injector mini-gap.  

The lowest energy state in the injector couples directly to the upper laser level E4 [45]. 

 

The active region of the laser is embedded in the waveguide formed from the lower side by 

a low-doped InP substrate and from the upper side by a 2.5 µm AlInAs layer. The layer structure 
of AlInAs/InGaAs/InP laser is shown in Table 3. The whole laser structure was grown by MBE. 

 
Table 3. A layer structure of AlInAs/InGaAs/InP lasers. 

 

500 nm InGaAs n = 8e18 cm−3  

2.5 µm AlInAs n = 1e17 cm−3 Upper 
Waveguide 500 nm InGaAs n = 4e16 cm−3 

~1.8 µm 30 x AlInAs/InGaAs Active Region 

500 nm InGaAs n = 4e16 cm−3 
Lower 

Waveguide 
500 µm 
Substrate 

InP n = 2e17 cm−3 

 
 

The lasers work at up to 340 K (~60ºC), emitting tens of mW of pulse power. At 20ºC the 

optical power per uncoated facet is of the order of 0.6 W. The slope efficiency is up to 1 W/A 
at room temperature; the wall plug efficiency is ~4%. The room-temperature light-current and 

current-voltage characteristics of the laser emitted at 9.2 µm are shown in Fig. 14. 

The laser parameters can be further improved by optimizing the waveguide design, i.e., by 
employing a symmetric InP waveguide. In this case, a conductive substrate can be used to grow 

the lower waveguide by MOVPE, then the active region is grown by MBE, and finally the upper 
waveguide is completed by MOVPE. That complicates technology, however a clear advantage, 

despite the increase of confinement factor, is the suppression of the free carrier absorption in 
the lower waveguide and consequent lowering of the threshold current. The parameters 
of developed devices are summarized in Table 4. 

The lasers with a symmetric InP waveguide, due to a lower threshold current, should enable 
obtaining higher output powers which is advantageous in optical communication systems. 

Additionally, when processed into a buried active region type device, they can be CW-operated. 
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Fig. 14. Light-current and current-voltage characteristics of the Al0.48In0.52As/In0.53Ga0.47As/InP 

(λ = 9.2 µm) laser driven by 200 ns pulses with a repetition rate of 1 kHz [45]. 

 
Table 4. Parameters of AlInAs/InGaAs/InP lasers. 

 

Parameter Symbol Value 

Threshold current density 
Jth(77 K) 2 kA/cm2 – 3 kA/cm2 

Jth(300 K) ~5 kA/cm2 

Threshold voltage 
Vth(77 K) 10 V 

Vth(300 K) 11 V 

Peak power  
(per facet) 

P (77 K) ~2 W 

P (300 K) ~0.6 W 

Max operating temperature Tmax 340 K 

Characteristic temperature T0 (K) 120 K – 140 K 

Differential gain 
gΓ (77 K) (5.7–6) cm−1/kA 

gΓ (250 K) (1.9–2.5) cm−1/kA 

Waveguide losses αw (77−300) K ~18 cm−1 

Wall-Plug efficiency WPE ~4 % 

Slope efficiency ηext ~1 W/A 

 
8.3. MCT detection modules 

 

VIGO System S.A. produces unique infrared detection modules (Fig. 15) that integrate in 
common packages infrared photodetectors, Peltier coolers, signal processing electronics, heat 

dissipation systems and other components [47]. The integration makes the detectors less 
vulnerable to electromagnetic interferences, over-bias, electrostatic discharges, and other 

environmental exposures. Additional advantages of the integration are: improved HF 
performance, standardization of the output signal, miniaturization and cost reduction. 

 
                                                     a)                            b) 

 
 

Fig. 15. Detection modules with a photodiode: unbiased (a) and biased (b). 
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The photodetector submodule (Fig. 16) consists of an optically immersed LWIR (~10 µm) 

hetero-structure photodiode, a 4-stage Peltier cooler and a temperature sensor housed in 
a hermetically sealed TO-8-based package, designed for detector operation at a temperature 

of approx. 200 K. The package is evacuated and then backfilled with a krypton/xenon mixture. 
It is supplied in optically transparent windows, absorbers of residual active gases (H2O, O2 and 

CO2), convection and cold shields. 
 

 
 

Fig. 16. An optically immersed detector mounted on a four-stage Peltier cooler (a)  

and a TO-8 header-based detector housing (b). 

 

The photodiode construction is based on a modified HgCdTe PIN hetero-structure, grown 

by Metal Organic Vapor Phase Epitaxy [48−51]. Its architecture has been optimized by 
numerical simulation using a commercially available APSYS software package. The 

photodiode design is aimed to achieve fast and efficient collection of charge carriers, a low 
electric capacitance (of both depletion and diffusion layers) and a low series resistance [52].  

The use of monolithic optical immersion of active elements in a high refraction index hyper-
hemispherical lens results in a dramatic improvement of performance compared with the non-
immersed device of the same optical size, namely a decrease of electric capacitance and dark 

current by two orders of magnitude [53]. In addition, the use of the double pass of radiation for 
enhanced absorption makes possible the reduction of the absorber thickness keeping unchanged 

the quantum efficiency.  
A measured current-voltage plot of the photodiode (Fig. 17) shows three different bias 

ranges. The dark current initially increases with the reverse bias voltage, saturating in a range 

from −60 mV to −100 mV and then increases at higher voltages. A more close analysis reveals 
the diffusion nature of the dark current at low bias with a significant influence of series 
resistance at weak reverse bias. The dark current in the saturation range is mostly due to the 

Auger 7 and Shockley-Read-Hall thermal generation. The increase of dark current at a biasing 

voltage higher than −200 mV is due to the tunnel current, reduced to some degree by the series 
resistance. 

 
 

 
 

Fig. 17. A reverse dark current-voltage plot measured at 200 K. The background radiation was suppressed 

 by 200 K cold shield. A physical photodiode area is 0.03 × 0.03mm2. 
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Figure 18 shows a block diagram of the module electronic circuitry. The electronic circuitry 

provides optimized conditions for the photodiode operation − a constant voltage bias and a 
readout of current mode. The first stage is a DC-coupled trans-impedance preamplifier of a low 
input resistance, based on OPA 847 opamp, characterized by a low input noise voltage 

(0.85 nV/Hz1/2) and a moderate input noise current (2.5 pA/Hz1/2). The second stage is  
a ~20 dB AC-coupled voltage preamplifier with a 50 Ω output resistance, rejecting the DC 

phodiode signal component.  
 

 

 
 

Fig. 18. A block diagram of the detection module. 

 

A Peltier cooler driver has been used to keep temperature constant with accuracy better than 
0.1ºC, at ambient temperatures of up to 50ºC. The heat generated inside the module by the 

Peltier cooler and the signal processing circuitry is dissipated with miniaturized fans. 
Spectral responses of the detection modules have been measured using blackbody calibrated 

Fourier Transform Spectrophotometers. The module output noise voltage was determined with 
a signal analyser. Spectral detectivity was calculated as the signal-to-noise ratio, normalized to 
1 cm2 detector optical area and 1 Hz bandwidth (Fig. 19). The observed increase of detectivity 

with bias is mostly due to the elimination of recombination noise of the photodiode and the 
increased ratio of the series-to-parallel diode resistances, resulting in a significant increase of 
the current responsivity. It should be noted, that detectivity decreases at low (<~ 100 kHz) 
frequencies due to 1/f noise of the biased photodiodes. In contrast, the unbiased photodiodes 

are practically 1/f noise-free, similarly to other optical detectors [54]. 
 
 

 
 

Fig. 19. The spectral detectivities of the photodiodes operating at zero and 200 mV bias measured 

for the detection module and for the photodiode itself (with subtracted preamplifier noise). 
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A frequency response of the modules was measured using an optical parameter oscillator 

generating ~25 ps pulses of 10 µm infrared radiation. A signal decay time constant was 
measured by an 8 GHz bandwidth oscilloscope. Table 5 shows basic parameters of the two 

modules, with unbiased and 0.2 V biased ~10 µm photodiodes, respectively.  
 

Table 5. Basic parameters of the detection modules. 
 

Parameter Unit Module 1 Module 2 

Photodiode area mm 0.3 × 0.3 0.3 × 0.3 

Photodiode temperature K 200 200 

Bias voltage V 0 -0.2 

Transimpedance @ RLOAD = 50 Ω V/A 27·103 13.5·103 

Output resistance Ω 1000 50 

Gain bandwidth MHz 0.001÷150 0.001÷1000 

Noise voltage nV/Hz1/2 430 210 

Voltage responsivity @ 10 µm V/W 130000 210000 

Detectivity @ 10 µm cmHz1/2/W 9·109 3·1010 

Time constant ns 4.0 0.26 

 
Basing on the measurement data it can be seen that the reverse biased modules could achieve 

detectivity smaller by a factor ~2 than the fundamental 300 K BLIP limit of performance 

(FOV = 180º). At present, intensive research is under way on miniaturized modules for >1 GHz 
bandwidth with detector and electronic blocks hermetically sealed in miniaturized packages 

(Fig. 20). 
 

 
Fig. 20. Miniaturized detection modules before and after sealing. 

 

9. Summary 

 
The described analysis presents a high potential of FSO technology in the development 

of wireless mobile communication systems. The properties of FSO systems can be defined by 
both transmitter and receiver parameters. However, the greatest limitation of these systems is 
directly determined by the influence of the atmosphere. In this case, minimizing this negative 

effect mainly depends on the wavelength range of FSO link operation. The research performed 
so far has shown that a very promising solution may be the use of transceivers operating in the 

LWIR spectrum. This spectrum corresponds to the atmospheric transmission window while 
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being less affected by scattering and scintillation in comparison with existing NIR- or SWIR-

FSO systems. 
To further increase the availability of wireless communications, so-called hybrid links can 

be used. These constructions use both optical and radio communication channels. The 

preliminary research on this type of devices is currently underway. These studies are also the 
primary task of the described LasBITer project. In this project, a unique combination of free-

space optical and radio links is used. The essential elements of the FSO link are quantum 
cascade lasers and MCT integrated detection modules. These lasers can be potentially used in 
other applications as well (e.g. Raman spectroscopy at different excitation wavelengths for 

advance chemical compounds detection [55]). The described processes of these devices’ design 
have resulted in obtaining the optimal time-energy parameters of generated pulses, as well as 

the ability to detect ultra-low power LWIR radiation pulses .  
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Abstract 

In the age of digital media, delivering broadcast content to customers at an acceptable level of quality is one of the 

most challenging tasks. The most important factor is the efficient use of available resources, including bandwidth. 

An appropriate way of managing the digital multiplex is essential for both the economic and technical issues. 

In this paper we describe transmission quality measurements in the DAB+ broadcast system. We provide 

a methodology for analysing parameters and factors related with the efficiency and reliability of a digital radio 

link. We describe a laboratory stand that can be used for transmission quality assessment on a regional and national 

level. 

Keywords: broadcast technology, Digital Audio Broadcasting, Quality of Service, transmission quality, radio 

communication. 
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1. Introduction 
 

Digital broadcasting systems, whether talking about DAB/DAB+ (Digital Audio 
Broadcasting plus) [1, 2] or other popular systems such as DMB (Digital Multimedia 
Broadcasting) [3] and DRM/DRM+ (Digital Radio Mondiale) [4], enable to transmit high 

quality speech and music signals compared with analogue AM (Analog Modulation) or FM 
(Frequency Modulation) radio. Aside from digital terrestrial services, there are also many 

satellite broadcasting systems operating worldwide [5, 6]. Furthermore, digital standards 
require less bandwidth per radio station, i.e. a single FM radio station requires a channel of 250 

kHz, whereas about 12−15 radio programs in DAB+ require a channel of 1.5 MHz. This clearly 
shows that DAB+ is at least 2 times more bandwidth-efficient than FM. 

The DAB+ standard is an evolution of the DAB standard, with a different source codec used 

for processing audio content. DAB+ uses an MPEG-4 (Moving Picture Experts Group) codec, 
compared with MPEG-2 used in DAB, which is more efficient and delivers higher quality at 
lower bitrates [7]. Additionally, all digital broadcasting standards enable to transmit additional 

information, including images and other interactive elements, e.g. EPG (Electronic Program 
Guide), well known from digital TV, programmable recording, etc. [8]. The digital standard 

has broad capabilities of regionalization, i.e. one nationwide service could be sacrificed in favor 
of a number of regional services. 

Terrestrial broadcasting is the only free-to-air and cost-effective method for a truly mobile 

reception. However, broadcasters are not the same. They consist of public and private service 
broadcasters with a variety of national and regional stations. According to the EBU (European 

Broadcast Union), radio is: of vital cultural importance through Europe, consumed by a vast 
majority of Europeans every week, consumed at home, at work and on the move. 

Conventional terrestrial radio transmission is faced with an increasingly strong competition 

from numerous streaming platforms and non-broadcast media, which use digital multimedia 
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techniques to produce the optimum performance. Therefore, there is a growing demand for 

efficient ways of delivering high quality audio material at low bitrates, especially under 
bandwidth restrictions. This implies a necessity to monitor the transmission quality of offered 
services. Because the signal is affected by numerous factors in the propagation channel, it is 

necessary to control the quality of the broadcasted signal [9−11]. A case study concerning user 

expectations related with DAB+ can be found in [12]. 
 

2. DAB+ signal transmission 

 
The DAB+ broadcasting system, based on OFDM (Orthogonal Frequency-Division 

Multiplexing) [13], can operate in a number of transmission modes, which define the number 
of parameters related to e.g. frame structure, subunits’ quantity and length. The choice of a 

mode depends on system requirements and a type of transmission, i.e. terrestrial, satellite or 
hybrid, and carrier frequency. The DAB+ system can operate in 4 transmission modes: 

1) Mode I – designed for terrestrial transmission in Band I (47–88 MHz), Band II (87.5–108 
MHz) and Band III (174–240 MHz). 

2) Mode II – used in terrestrial, satellite and hybrid transmission in L-Band (1452–1492 MHz). 

3) Mode III – intended for terrestrial, satellite and hybrid transmission below 3 GHz. 
4) Mode IV – applied similarly as Mode II. 

5) The structure of a DAB+ frame consists of 3 elements, as shown in Fig. 1. 
 

 

Fig. 1. A DAB+ frame structure. 

 
The DAB+ frame comprises the following parts: 

1) SYNCH (Synchronization) – responsible for synchronizing the transmitter and receiver, as 
well as frequency and gain adjustments. 

2) FIC (Fast Information Channel) – transmits information about the configuration of the 

multiplex, including the number of services and assigned bitrate. 
3) MSC (Main Service Channel) – contains the actual audio data. 

The NULL symbol is used to determine the beginning of the DAB+ frame. If two successive 
symbols are known, the transmission mode can be easily determined on the receiver side. The 

PRS (Phase Reference Symbol) is the second OFDM symbol in the synchronization part. The 
receiver can also employ the PRS for more precise frame synchronization and frequency offset 
correction, which is accomplished by cross-correlation in time between the received and 

theoretical PRS. 
The FIC contains information on how the multiplex is organized. Every receiver must 

process this data in order to present a list of available DAB+ services. The FIC consists 
of multiple FIBs (Fast Information Blocks), where each FIB contains 30 bytes of data and 16 
bits of CRC (Cyclic Redundancy Code). Additional information concerning CRC algorithms 

can be found in [14]. Each FIB consists of multiple FIGs (Fast Information Group), which 
contain information about available services, their names and configuration. 

The MSC is a time-interleaved data channel divided into a number of sub-channels, 
individually convolutionally coded, with EEP (Equal Error Protection) or UEP (Unequal Error 
Protection) error protection. Each sub-channel may carry one or more service components, i.e. 
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audio or data, referred to as PAD (Program Associated Data). The information about sub-

channel parameters is transmitted within CIFs (Common Interleaved Frame), as shown in 
Fig. 2. 

 

 

Fig. 2. An inner structure of MSC. 

 

Each CIF comprises 55 296 bits, the smallest addressable unit is a CU (Capacity Unit), 
containing 64 bits. Therefore, a single CIF contains 864 CUs, addressed 0 to 863. Each CU may 

only be used for one sub-channel. After inserting additional correction mechanisms, an effective 
bitrate of the DAB+ stream is equal to 1152 kbps. Of course, a bitrate assigned to a particular 
service has a significant impact on quality perceived by the end user. Additional information 

may be found in [15]. 
 

3. Transmission quality measurements 

 
Nowadays, mobile broadband networks carry multiple services that share radio access and 

core network resources. In addition, wireless networks must support delay-sensitive real-time 
services. Each service has different QoS (Quality of Service) requirements in terms of e.g. 

packet delay tolerance, acceptable packet loss rates and required minimum bit rates. 
 

3.1. Quality of Service 

 
The QoS parameter can be defined as a set of predefined technical specifications necessary 

to achieve the required service functionality. This can be an important factor when comparing 
services offered by different vendors or providers. When both price and feature are similar, 

quality becomes the key differentiator. Depending on the service being used, users have varying 
expectations concerning quality of performance and usability. Operators know, the better the 

experience, the longer and more frequently subscribers will consume content. 
Quality plays a major role in wireless networks. Traffic management and optimization 

technologies enable network operators, as well as service providers and vendors, to improve 

subscriber QoS. As a result, it can help to attract new customers and raise their satisfaction. 
Additional information on quality measurements may be found in [16, 17]. 

 

3.2. Measurement stand 
 

Broadcasting systems are capable of providing reliable digital services in real time to all 
users located in a predefined covered zone. One of the main factors is clearly the cost of an 

infrastructure and transmission power required to cover a given area. Another crucial aspect is 
the efficient way of monitoring transmission quality of offered services. 

The measurement stand consists of a programmable receiver based on a DAB+ FM Digital 

Radio Development Board Pro platform for developing and evaluating DAB/DAB+, 
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SLideShow and FM with RDS (Radio Data System) services. It supports decoding multiple 

audio services, including DAB/DAB+ Band III and L-Band. The board contains a Keystone 
T2_L4A_8650C DAB/FM module and a Microchip PIC18F14K50 microcontroller. The device 
is powered by a USB Mini B connection, which is also used for communicating with the host 

computer. It has a 3.5 mm Stereo Jack connector for listening and a SMA (SubMiniature version 
A) connector for an external antenna [18]. A photo of the operating programmable receiver is 

shown in Fig. 3. Additional information on the design of a DAB/DAB+ receiver can be found 

in [19−21]. 

 

 

Fig. 3. Operating programmable DAB+ receiver. 

 

The programmable receiver’s GUI (Graphical User Interface) interface, written in C/C++, 
responsible for handling the device, is shown in Fig. 4. 

 

 

Fig. 4. DAB+ receiver user interface. 

 

The user interaction with the GUI is accomplished using a computer mouse and keyboard. 
The software has been designed to operate on any PC (Personal Computer) running Windows 
XP or higher. 

 
3.3. Multiplex configuration 

 
Today, one of the main objectives of national broadcasters and content providers is to design 

and implement viable services, which are based on new universal digital delivery systems. 

In Oct. 2016, the DAB+ multiplex in Gdańsk operated on channel 10D (215.072 MHz), 
transmission mode I. The configuration of the ensemble is described in Table 1. Each service 

had an EEP 3-A error correction and a coding efficiency of ½. 
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Table 1. DAB+ ensemble configuration in Gdańsk (Oct. 2016). 
 

No. Service Bitrate [kbps] No. of CU Sub-channel Start CU Stop CU 

1 PR Jedynka 112 84 1 0 83 

2 PR Dwójka 128 96 2 84 179 

3 PR Trójka 112 84 3 180 263 

4 PR Czwórka 112 84 4 284 347 

5 Radio Poland 64 48 5 348 395 

6 Polskie Radio 24 64 48 6 396 443 

7 Radio Rytm 96 72 7 444 515 

8 Radio Gdańsk 104 79 8 516 593 

9 Radio Dzieciom 72 54 9 594 647 

10 Data 16 12 10 648 659 

11 Journaline 16 12 11 660 671 

 
According to the analysis, 672 CUs were allocated, whereas 192 CU remained free. All 11 

services available in the ensemble occupied a total of 896 kbps, whereas 256 kbps remained 
unoccupied. The bandwidth occupancy of Band III (174–240 MHz) is shown in Fig. 5. This 
analysis was performed using an Anritsu Spectrum Master MS2724B [22]. 

 

 
 

Fig. 5. Band III bandwidth occupancy. 

 
As observed in Fig. 5, the signal at a centre frequency 184.5 MHz and a channel width 

7 MHz (1) represents one of the DVB-T (Digital Video Broadcasting – Terrestrial) digital 
terrestrial television multiplex MUX-8, whereas the one at a centre frequency 215.072 MHz and 

a channel width 1.536 MHz (2) represents the DAB+ multiplex DAB-GDA [23]. 

 

3.4. Quality evaluation 

 
In order to keep track whether the contracted QoS is being met, the parameters must be 

monitored and resources should be reallocated in response to system anomalies. If a change 
of state happens and the resource management cannot make resource adjustments to 

compensate it, the application can either adapt to the new level of QoS or to degrade to a reduced 
service level. The measurement of QoS is based on parameters including: delay, jitter, packet 
loss, throughput, SNR (Signal-to-Noise Ratio) and many other, depending on the application 

and management scheme. To ensure the transmission quality criterion, the DAB+ radio link 
was monitored over a period of 60 minutes during primetime, that is between 9 am and 10 am. 

The laboratory stand was set indoors. The structure of the DAB+ frame, as well as other 
parameters related with the standard, enable to monitor QoS in a number of ways. The operating 
parameters of the commercially available multiplex, concerning FIB Count, FIB CRC Errors, 

FIB Error Rate and SNR, are shown in Figs. 6−9. 

679



 

P. Gilski, J. Stefański: TRANSMISSION QUALITY MEASUREMENTS IN DAB+ … 

 

 

 
Fig. 6. Multiplex FIB Count. 

 

 
Fig. 7. Multiplex FIB CRC Errors. 

 

 
Fig. 8. Multiplex FIB Error Rate. 

 

 
Fig. 9. Multiplex SNR. 

 

As shown in Figs. 6−7, the commercial multiplex operates in an appropriate way. The 
character of both FIB Count, representing the total number of received FIB frames, defined as: 
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and FIB CRC Errors, representing the total number of CRC errors, defined as: 

                                                  ∑
=

=

N

i

i
ErrorCRCErrorsCRCFIB

1

___ ,                               (2) 

is nearly linear. Otherwise, it would mean that a malfunction had appeared on the transmitter 

side. An FIB Error Rate − representing the relation between received erroneous and total FIB 
frames, defined as: 

                                                            
T

E

N

N
RateErrorFIB =__ ,                                               (3) 

where NE is the number of received erroneous FIB frames and NT is the total number of received 

FIB frames − of 
2

1036.1
−

⋅ was achieved by the multiplex. The average SNR oscillated around 
8 dB. 

Any malfunction on the transmitting side would lead to changes in the character of the FIG 
graphs, which are currently nearly linear. Additionally, any signal loss or occurring errors 

would lead to a decrease in SNR. When transferring these QoS parameters into QoE (Quality 
of Experience), of course this would be indicated by the user side, i.e. some services would be 
simply unavailable in particular conditions or time periods. Eventually, this would be clearly 

visible in lower values during assessment of the user quality. Currently, any interruption in 
offered services is viewed by the user as unacceptable. 

If data continue to grow, broadcasters will be forced to manage quality in a more efficient 
way. The economic reality and physical limitations of available spectrum of resources prevent 
operators from simply adding more and more services. Broadcasters must plan today for future 

evolution of the network, which means working with parties that have a solid roadmap for QoS 
and transmission quality control mechanisms. 

Additional to the transmission quality criterion, whenever planning a general or SFN (Single 
Frequency Network) DAB+ network, further studies on the electromagnetic compatibility, as 

well as compatibility with existing broadcasting services and networks should be carried out 

[24−27]. 
 

4. Conclusions 

 

According to the report [28], as well as the European Radio Forum held in Kraków on Oct. 

6th 2016 [29], a full introduction of DAB+ should be performed in cooperation with both the 
public and private broadcasters. Furthermore, as pointed out by the representatives 
of governments and the business sector, it should be preceded by further studies and research. 

Moreover, national broadcasters of the Visegrad Group are planning to team up and 
introduce a new radio program, Radio V4. This program will be broadcasted in national 

languages of each country of the V4. It will include news and current affairs, as well as cultural, 
social and political topics [30]. This indicates that further work is required in order to provide 

reliable services at an acceptable level of quality. Additionally, transmission quality of offered 
services will have to be measured on regional, national and international levels. 

As observed, the digital radio market continues to grow, and so does the demand for new 

efficient and reliable services. The proposed approach for monitoring transmission quality in 
the DAB+ broadcast system could be employed during the design and planning phases of a 

particular ensemble for both public and private broadcasters. Thanks to its portability and 
compatibility with Windows, it could be also used for evaluation and maintenance purposes on 
regional and nationwide levels. 
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Broadcasters, telecoms and content providers see the opportunity to offer more services, 

manufacturers look forward to selling larger quantities of devices and associated equipment. 
Network operators are keen on building new infrastructure. It is important to understand the 
pros and cons of different technologies and their commercial, economical and operational 

implications. Broadcasters will always aim to use the best possible means to reach the user. 
Users will welcome every new technology that offers more features and high quality content. 

When it comes to broadcasting, listeners are only interested in the quality, reliability and cost 
of a particular service. 
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Abstract 

A complex model of mechanically ventilated ARDS lungs is proposed in the paper. This analogue is based on 

a combination of four components that describe breathing mechanics: morphology, mechanical properties 

of surfactant, tissue and chest wall characteristics. Physical-mathematical formulas attained from experimental 

data have been translated into their electrical equivalents and implemented in MultiSim software. 

To examine the adequacy of the forward model to the properties and behaviour of mechanically ventilated lungs 

in patients with ARDS symptoms, several computer simulations have been performed and reported in the paper. 

Inhomogeneous characteristics observed in the physical properties of ARDS lungs were mapped in a multi-lobe 

model and the measured outputs were compared with the data from physiological reports. In this way clinicians 

and scientists can obtain the knowledge on the moment of airway zone reopening/closure expressed as a function 

of pressure, volume or even time. In the paper, these trends were assessed for inhomogeneous distributions (proper 

for ARDS) of surfactant properties and airway geometry in consecutive lung lobes. 

The proposed model enables monitoring of temporal alveolar dynamics in successive lobes as well as those 

occurring at a higher level of lung structure organization, i.e. in a point P0 which can be used for collection 

of respiratory data during indirect management of recruitment/de-recruitment processes in ARDS lungs. The 

complex model and synthetic data generated for various parametrization scenarios make possible prospective 

studies on designing an indirect mode of alveolar zone management, i.e. with a minimized risk of repeated alveolar 

recruitment/de-recruitment and mechanical overstraining of lung tissues. 

Keywords: lung alveolar surfactant, respiratory mechanics, mathematical modelling, medical decision support,

lung protective ventilation. 
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1. Introduction 

 
 The clinical impact of acute respiratory distress syndrome (ARDS) and acute lung injury 

(ALI) is significant, with more than twenty thousand deaths per year [1]. There are reports 
which prove that improper mechanical ventilation of these patients can worsen ARDS mortality 

through a process of ventilator-induced lung injury [2]. What is more, it has been shown that 
lower tidal volumes and reduced plateau pressures led to a reduction of overall mortality [3]. 
However, a working point close to recruitment/de-recruitment phases brings a risk of repeated 

alveolar opening and collapse over time which contributes to further lung injury induced by 

ventilator [4−7]. 
One promoted strategy to prevent ventilator-induced lung injury is to open the lung and keep 

it open [8]. This scenario requires the recruitment manoeuver to open the lung, followed by 
a sufficient positive end-expiratory pressure (PEEP) to maintain the lung in its newly open state 

[9].  There are numerous theoretical and experimental works devoted to studies of pressure 
and time dependencies as the fundamental contributors to undesirable repeatability 

of recruitment/de-recruitment actions [10−14]. But there is a lack of modelling studies which 
explain relationships between geometry of alveolar zone, surfactant characteristics and ARDS 
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lung mechanics expressed by pressure and flow trends recorded during mechanical ventilation, 

including consequences for optimal ventilation preserving repeated alveolar recruitment/de-
recruitment. 

Mathematical and physical-mathematical models of alveolar zone, which have been 

proposed in the literature [15], apply to respiratory mechanisms proper for breathing at volumes 

lower than the total lung capacity (TLC) [16−19]. The recruitment manoeuvre, especially in 
patients with ARDS or ALI (acute lung injury), is performed near and even above the TLC 

level. It means that the analogues reported in the literature are insufficient for reliable 
monitoring of alveolar conditions during recruitment of these structures over TLC. 
Additionally, logarithmic forms of models referenced in the literature [20] make impossible 

an easy description of peripheral lung mechanics at this volume level. Thus, replacing 
a logarithmic model with the polynomial one, which is well defined at/over TLC, and studying 

its properties and adequacy to the real conditions could be some kind of solution for this 
problem. 

The paper presents a research program aimed at designing of a non-invasive procedure for 
monitoring of alveolar recruitment/de-recruitment based on pressure and flow signals measured 
at the mouth. Modelling of the respiratory system under mechanical ventilation is the first phase 

of this program. The proposed analogue, referenced to the experimental data, works near the 
TLC point and predicts mechanisms induced by surfactant properties during the recruitment 

manoeuvre in ARDS patients. The obtained results contribute to the understanding of complex 
interrelations occurring in ARDS lungs and signals generated in the model. Further, they can 
be used for designing an indirect measurement procedure for maintaining the working point 

of the lungs at the recruitment side of their pressure-volume characteristics, but close to the 
prevalent point located between the recruitment and the de-recruitment zones. Finally, 

minimization of the risk of repeated alveolar recruitment-de-recruitment and mechanical 
overstraining of lung tissues, at the same time, will result in limitation of lung injuries and their 
consequences, i.e. permanent and/or progressive limitation of the ventilation function. 

 

2. Materials and methods 

 

The proposed complex model of alveolar recruitment/de-recruitment is based on a 
combination of four elements that describe breathing mechanics: morphology, mechanical 

properties of surfactant, elasticity of tissue and the embedding of alveoli in the tissue (that is 
the connection with other alveoli via elastin and collagen fibres), and chest wall properties. 

An alveolar pressure in static conditions can be described as the sum of pressures in 
consecutive structures of lung parenchyma, as it is shown in Fig. 1 and (1): 

                                          ���� =  ��  +  �� +  ��� +  ���,                                                 (1) 

where: Palv – an alveolar airway pressure; Pγ – a surface tension pressure; Pt – a tissue pressure; 

Pcw – a rib cage and abdomen pressure; Pea – an external (ambient) pressure. 
 

2.1. Modelling of alveolar geometry contribution in ventilated ARDS patients 

 

A real shape of alveolar space in lung parenchyma is very complicated and unable to define 
[25]. Volume, thickness of alveoli wall, and microscopic anisotropy of expansion suggest 
a polyhedral shape of alveolus surface, but in many reports the shape of alveoli is assumed to 

be given by a simple geometrical model proposed to describe morphology properties [26, 27]. 
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Fig. 1. Pressures defining equilibrium in the zone of alveolus: a – a diameter of the pulmonary bronchus; 
 r – a diameter of the alveoli; h – a height of the alveoli. 

 

 

For ����  = 0 a rigid ring forms a flat surface at the alveolar mouth. During inflation the fluid-
air interface of the alveolus becomes a part of spherical shape and forms a saucer to almost 
spherical shape [28]. Using the geometrical relations, a surface tension pressure of the 

surfactant can be calculated from the approximation of shape of the bubble by the Laplace’s 
law:  

                                                                        ��  =
��

�
,                                                                       (2) 

where: � – a surface tension; r – an alveolus diameter.    

A volume of alveolus (��) can be calculated from the geometrical properties of a sphere 
shape: 

                                                             �� =
	



�ℎ��3� − ℎ�,                                                       (3) 

� =
�����

��
 . 

If we assume a ring diameter (for a normal human lung being from 50 to150 μm) then 
changing the height of alveoli (h) we can obtain the pressure-volume characteristics for the 
described model, as shown in Fig. 2.  

The presented relationship between the surface tension pressure and the alveolar volume can 
be estimated by a function which well corresponds to the calculated data:  

                                                      ��  = γ ∗
����

��∗��
�����

+ ��.                                                    (4) 

Values of coefficients k1,…,k5 estimated for several ring diameters are presented in Table 1.  

 

2.2. Analogue of mechanical properties of surfactant 

 

The lung surfactant properties contribute significantly to the temporal status of lung 
mechanics. The lipid mixture covering all alveoli reduces the surface tension of air-liquid 

interface. This decreases the alveolar pressure during inflation and in consequence the amount 
of energy required to open the lung. Disorder in the surfactant amount or properties dependent 
on  pathological changes can cause global pulmonary diseases, like a respiratory distress. The 

surfactant properties measured with the captive bubble surfactometry were described by Lu 
et al. [29]. The axisymmetric drop shape analysis and captive bubble technique were proposed 

to measure the mechanic properties of bovine lipid extract surfactant related to the bubble 
surface area. The results of observations show that an increase in the surface area of the bubble 
implies an increase in the surface tension, like shown in Fig. 3, from its minimum (γmin) to 

maximum value (γmax) [20]. 
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Fig. 2. Surface tension pressures (���) related to the alveolar volume for ring diameters  

d1 = 50; d2 = 75; d3 = 100; d4 = 150 and γ = 1. 

 
Table 1. Values of coefficients estimated with (4) for selected diameters of alveoli. 

 Diameter of alveolus (r) 

Parameter 50 µm 75 µm 100 µm 150 µm 

k1 −0.013 −0.073 −0.24 −1.2 

k2 0.036 0.033 0.029 0.021 

k3 1.5 1.5 1.6 1.7 

k4 0.0021 0.012 0.039 0.21 

k5 5.2 5.8 6.0 5.60 

 

It has been reported that in healthy human lungs the surface tension of surfactant is about  

2−23 mN/m, whereas pathological processes can increase its value up to 73 mN/m (i.e. up to 
the plasma tension) and reduce the hysteresis properties [27]. The experimental relation 
between changes in the surface tension and changes in the surface area of surfactant were 
reported in the literature [30] and approximated by the equations:  

                                               � = ���

�
+ ���

�
+ �,       �� =

��

��

,                                            (5) 

where: ��  – a relative surface area of alveolus at TLC; A0 – an alveolar surface at a reference 

level, and estimated coefficients: a  = 98,9 mN/m; b = −89.0 mN/m; c = 18.3 mN/m. 
 

 
Fig. 3. The surfactant tension vs the relative alveolar area [29]. 

 
The hysteresis due to the properties of surfactant is caused by its structural transition from 

a mono- to multi-phase form and vice versa and is usually presented as the following function: 
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                                                   �� = � ��      

if 1 <  ����   if ����� < A� < 1��/�����   if �� < �����

,                                             (6) 

where: AMeta is a relative initial surface. 
A relationship between the alveolar volume VA and the surface area AA was estimated by the 

polynomial function: 

                                             �� = 0.56 ∗ ��	 − 1.29 ∗ ��
 + 1.73 ∗ ���.                                 (7) 

Figure 4 shows relative changes of the alveolar area to TLC. 
 

 

Fig. 4. The calculated dependence between relative changes in the alveolar area and in the alveolar volume. 

 

2.3. Lung tissue model 
 

Mechanical structures of lung parenchyma included in the model of lung tissue properties 
are described with the use of interpolation of the experimental results obtained during studies 

on animals [31]. This assessment is based on the equation by Andreassen [32]: 

                                   �� = −�� ������
�.��

�.	�
+ 0.1909� ∗ 0.4320 kPa,                                   (8) 

where �����
 is an  alveolar volume at TLC. 

In the paper, the model of lung tissue properties is estimated by the equation: 

                                                �� =  �����

��  + 0,55 ∗ �����
   kPa,                                                  (9) 

which has the best correlation with the measured data [31], as in Fig. 5. 
 

 
Fig. 5. A relationship between the elastic pressure and the relative volume of alveoli. 
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2.4. Chest wall model 

 

A rib cage consists of curved ribs arranged in 12 pairs, ligaments and muscles, including the 
muscles between the ribs (intercostal muscles). These muscles on the one hand allow the 

ribcage to expand the lung while breathing, and to keep the negative intra-pleural pressure to 
prevent the alveoli to collapse while relaxation or sedation.  

The chest wall properties were studied by Kimi Konno [33]. The oesophageal, gastric and 
mouth pressures were measured at different lung volumes during lung relaxation and with the 
closed mouthpiece. The presented data show the relationship between transthoracic and 

transabdominal pressures versus volume changes for standing and supine patient positions [34]. 
Steimle et al. proposed a mathematical description of the Pcw pressure  dependent on the 

lung volume as the function [35]:  

                                    ��� = 0.071 − �� � ��%

(����/����)���%
− 1� ∗ 0.58 kPa.                       (10) 

This dependence was approximated by the following polynomial equation which enables 

modelling of the rib cage properties at volumes below 22% and over 100% of TLC (Fig. 6): 

P	
 =  97,81 ∗ V���	

� − 339,89 ∗ V���	

� +  461,79 ∗ V���	

  

                                          −306,13 ∗ V���	

� + 101,56 ∗ V���	

� − 13,59  kPa.                              (11) 

 

 
Fig. 6. A relationship between the rib cage pressure and the relative volume of alveoli. 

 

 

2.5. Electrical  model of lung recruitment in ARDS 
 

The physical-mathematical model of ARDS lungs was translated into its electrical equivalent 
with the use of the electrical analogies and Multisim LabView software. An advantage of this 

approach and the programming tool is an easy implementation of electrical equivalents 
of physical systems, complex in structure and behaviour. What is more, for models described 
with a system of numerous differential equations the calculations are performed more 

efficiently in time [36, 37]. The proposed electrical equivalent suitable for imitation of lung 
recruitment/de-recruitment in a single lung lobe is presented in Fig. 7. 
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Fig. 7. An electrical forward model for simulation of lung recruitment/de-recruitment  

during ARDS in a single lobe. 

 

I corresponds to an airflow source of 6,8 dm3/s amplitude, thus a simulation of 1 s duration 
enables to show pressure/volume dependencies for volumes from 0 to 100% of TLC and from 
TLC to 0. R module represents an airway resistance pressure drop with its temporal value equal 

to Pres = R·I, Palv reconstructs an alveolar pressure drop as a function of volume (Valv) and 
temporal surfactant tension (surf). The actual pressure (Pt) caused by tissue properties is 

modelled with (9) and changes of the thorax pressure (Pcw) are related to the thorax and 
abdomen properties, dependent on the lung volume (11).  

The properties of surfactant hysteresis (Fig. 3) have been simplified to the alveolar area 

integration function (related to changes of the alveolar volume) with limits corresponded to the 
minimum (γmin) and maximum (γxax) values (Fig. 8). 

 

 
Fig. 8. An electrical equivalent of the simulation of mechanical properties of surfactant. 

 
A challenge in management of the recruitment/de-recruitment process in ARDS lungs is the 

structural-parametric inhomogeneity. Thus, working with the analogues which implement this 
feature is fundamental for designing a reliable procedure of data processing during ARDS. The 

multi-compartment model of lungs from Fig. 9 addresses the defined demand. It enables to 
observe the pressure and flow signals at the mouth during recruitment/de-recruitment 
manoeuvers when different (e.g. inhomogeneous) parametric characteristics of lungs are 

implied in the successive branches.   
 

 
Fig. 9. A complex electrical forward model for simulation of lung recruitment/de-recruitment during ARDS. 
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In Fig. 9, each electrical branch simulates one lung lobe.  TLCi corresponds to the total 

capacity of i-th lobe, thus ��� =  ∑ ����
�

��� . 
ARDS patients need the ventilation support in order to improve and stabilize the exchange 

of respiratory gas [37]. There are numerous scenarios designed for an optimal ventilation 
regime [38, 39]. All these works are aimed at efficient control of the recruitment mechanism 
and minimizing lung injury during the long-term mechanical ventilation [40, 41]. To prove 

feasibility of the minimal invasive, indirect management of ARDS lung recruitment, a model 
of respirator was proposed, as in Fig. 10, and integrated in MultiSim with the forward analogue 

from Fig. 9. 

 

 
Fig. 10. An analogue of the respiratory signal of mechanical ventilation wave. 

 
Its mode of operation assumes working as a generator of external excitation for the electrical 

equivalent of  physiological system. Basically, a respiratory cycle comprises three phases in the 

designed model of respirator. Firstly, the lungs are filled with air in analogy to the first 
distending inspiration. To simulate this mechanism, the ventilation with a controlled flow (the 

airflow source I1) at a level of Iinsp1 = 1.7 l/s was applied for a duration of 4s in order to achieve 
a respiratory volume equal to TLC = 6.8 l. The spontaneous expiratory manoeuver up to the 
positive end-expiratory pressure (PEEP) level was performed in the second phase. Finally, the 

steady breathing (inspiration and expiration) was simulated in the third phase of work of the 
respirator. In this phase, the ventilation with a controlled airflow (Iinsp2 = 0.011 l/s) and a 

frequency (the pressure source Fc) equal to 0.01 Hz was imitated, but the model enables also 
switching to the forced oscillation mode simulated by a source of sinusoidal wave excitation 
(the pressure source Fo) generated with  a frequency fo = 0.5 Hz. 

 

3. Results 

 

To examine the adequacy of the forward model to the properties and behaviour 

of mechanically ventilated lungs in patients with ARDS symptoms, several computer 
simulations have been performed and reported as below. 

First of all, a model for the constant flow respiratory scenario was studied. Since the first 

breath was taken from 0 to 100% of TLC, the changes of alveolar airway pressure, surface 
tension pressure, surfactant properties, tissue pressure and rib cage and abdomen pressure due 

to the volume evolution were assessed. The simulations were performed for the structure from 
Fig. 9 where the parametric description assumes cooperation of four pathological lobes and one 
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physiological lobe in the respiratory system. More precisely, different diameters of alveolar 

rings (a = 50, 75, 100, 150 μm) and a homogenous surfactant tension γ = 73 mN/m were 
imitated in the pathological zone, whereas the parameter values in a single physiological lobe 
were set to a = 50 μm and γ = 2-23 mN/m, respectively. The observations from Fig. 11 are in 

accordance with the data from physiological reports which prove that a decrease in size 
of alveolar rings for an increased level of γ leads to increasing surfactant pressure tensions in 

subsequent compartments [42]. It means that a higher recruitment pressure is required to reopen 
the alveolar zone with that pathological characteristic. 
 

 
Fig. 11. The surfactant pressure tension related to the alveolar volume for lung lobes inhomogeneous  

in diameters (a) and surfactant tensions (γ). 

 

An airway volume accessible for gas exchange in the alveolar space is also limited at the 

start of mechanical inflation of ARDS lungs (Fig. 12). In a healthy lung lobe Valv5 quickly 
inflates whereas for a pathological level of surfactant tension and the smallest alveolar ring 

a1 = 50 μm the full capacity of alveoli Valv1 in the model of first lobe is available with a delay 
due to a larger shift in the recruitment moment. These shifts are clearly visible in Fig. 12 for 

consecutive lung lobes from the complex analogue – see trends for Valv1 − Valv4. 
 

 
Fig. 12. Changes of volumes in successive lobes of the complex forward model of ARDS lungs. 

 
For the clinicians involved in the management of lung recruitment/de-recruitment during the 

mechanical ventilation it is interesting to know the moment of airway zone reopening/closure 
expressed as a function of pressure, volume or even time [15]. Fig. 13 unveils this rule for 

alveolar pressures (Palv) measured in healthy and pathological lung zones of the complex 
forward model of ARDS lungs proposed in Section 2 (Fig. 9). An advantage of the presented 
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modelling approach is that the user can test the contribution of various scenarios 

of heterogeneous parametrization of the surfactant and the airway geometry to the pressure 
and/or volume responses. For example, for a given γ = 73 mN/m, the pressure levels required 

to recruit the smallest three alveoli are the highest, and clear inflection points in trends Palv1 − 
Palv3, apart from the moment of recruitment itself, show also the sensitivity of the model to the 

pendelluft between the compartments. 
 

 
Fig. 13. Changes of pressures in successive lobes of the complex forward model of ARDS lungs. 

 

A respiratory pressure (P0) is presented in Fig. 14. This is a level of inference selected in the 
research protocol as the access point for measurement of pressure and flow signals which can 
be used for the inverse model identification, i.e. for non-invasive monitoring of lung 
recruitment/de-recruitment. In other words, information on the occurrence of recruitment/de-

recruitment is extracted here by estimation of changes in the lung elasticity (compliance). 
 

 
Fig. 14. Changes of pressure in the complex forward model of ARDS lungs. 

 

The next stage of the forward model validation includes simulations of inspiration and 
expiration cycles in the analogue of mechanically ventilated ARDS lungs. In this phase 

of studies, the same value of airway ring diameter was applied in all lobes – a1,…,5 = 100 μm. 
The other parametrization was assumed in the forward equivalent to represent an 
inhomogeneous level of pathology in the surfactant properties, i.e. the values of surfactant 

tensions were equal to: γ1 = 2−23 mN/m, γ2 = 10−23 mN/m, γ3 = 20−30 mN/m, γ4 = 40−60 

mN/m, γ5 = 73−3 mN/m, respectively. Changes of alveolar volumes (Palv) in successive lobes 
for reported conditions are shown in Fig. 15. 
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The observations are in agreement with the data from physiological reports, where for the 

homogeneous geometric conditions (the same diameters of airway rings) the availability 
of airway volume strongly depends on the surfactant tension γ [43, 44]. The higher γ, the higher 
the level of pathology, thus the greater shift in the moment of the airway recruitment expected. 

This is exactly the case proved in Fig. 15. What is more, the alveolar spaces in lobe 4 and lobe 
5 are fully collapsed for some time during simulation. 

 

 
Fig. 15. Changes of volumes in successive lobes of the complex forward model of ARDS lungs  

during inspiration and expiration. 

 

An inhomogeneous pathology in the surfactant tension (γ) changes the balance of the surface 
forces during the alveolar reopening/closure. This implies an increase in the level of alveolar 
pressure at what the alveoli in all modelled lobes start to recruit and stay open, regardless 

of either constant (Fig. 16) or sinusoid wave excitation applied during the mechanical 
ventilation (Fig. 17).  

In fact, numerous studies have shown that ventilation with a variable wave of complex 
content is closer to the physiological conditions, resulting in the limitation of lung injury during 
the artificial ventilation action [45, 46]. 

 

 
Fig. 16. A pressure response in the complex forward model of ARDS lungs during inspiration 

and expiration for a constant wave excitation. 
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Fig. 17. A pressure response in the complex forward model of ARDS lungs during inspiration  

and expiration for a sinusoidal (fsinus = 0.5 Hz) wave excitation. 

 

 

4. Summary 

 
The paper initiates the work focused on designing of a procedure for monitoring of alveolar 

recruitment/de-recruitment in ARDS lungs and automatized, clinical supporting the system in 
a stable and optimized recruitment regime. The optimization concerns here the identification 

of a working point where ARDS lungs do not move repeatedly between the recruitment and de-
recruitment states and do not experience a significant overstraining due to the working far from 
TLC, at the same time. The main problem identified in this topic is a lack of the simulation and 

the inverse model(s) suitable for quantitative characterization of processes occurring at the 
alveolar level with the use of signals measured at the airway opening. In fact, these complex 

and inverse modelling can work in tandem during designing a data processing algorithm for 
ARDS lung management, i.e. a forward-inverse experiment can be organized to contribute to 
the knowledge about the rules governing the recruitment/de-recruitment processes and their 

crosstalk visible at a higher level of lung structure organization, e.g. in P0 point (see Fig. 9). 
This is important since the clinical significance of the method requires non-invasive and thus 

indirect operation on a measured object. On the other hand, the clinical simplicity and 
usefulness of the final solution requires reliable operation on a limited amount of information 
and in the real-time mode. 

The lung management of ARDS patients in clinical conditions has been carried out 
subjectively, e.g. based on observing characteristic levels in the output pressure and flow 

measured at the mouth and in the content of expiratory gas mixture. The primary goal is to 
identify and associate such characteristic features with physiological properties and to 

reconstruct the relations between the signals recorded at the airway opening and the processes 
measured in the alveolar space. Next, finding an algorithm of that mapping should be proposed 
in a real-time procedure for ARDS lungs. 

A physical-mathematical forward model, including electrical equivalents, for the complex 
representation of processes and properties valid for ARDS lungs was proposed in the paper. 

This analogue includes a combination of four components that describe the breathing 
mechanics, i.e. ARDS lung morphology, mechanical properties of surfactant, tissue and chest 
wall characteristics. Here, especially the surfactant contribution to the observed output leads to 

the original inference into the temporal patterns of ARDS lungs’ evolution during 
recruitment/de-recruitment. This was proved during the computer simulations for constant flow 

conditions and imitation of mechanical ventilation. It is possible to monitor pressure, flow and 
time dependencies during alveolar re-opening/closure processes using the complex model 
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described in the paper, both individually in distinguished lobes and at a level of their common 

output, e.g. a P0 point. The model was validated qualitatively, referring to the trend properties 
and levels measured in the complex electrical equivalent and reported in the literature. The 
multi-lobe analogue is able to reveal a contribution of parametric heterogeneity to the outputs 

recorded at various levels of the proposed model. These facts can be exploited when creating 
an algorithm of the task of automatized, clinical management of recruitment processes during 

mechanically supported breathing, leading to the limitation of further lung injuries in ARDS 
lungs. 

The next stages of scheduled research include designing of an inverse, time-varying 

parameter model of ARDS lungs, building a procedure of inverse model identification, and 
validating the proposed approach during computer simulations and trials with the use of an 

anesthetized pig. From this point of view it is sufficient that the forward model reconstructs the 
most significant properties and trends observed in a real object, including the orders of values 
of measured signals and parameters. The results presented in Section 3 validate positively the 

usefulness of the complex analogue for prospective research. The quantitative results 
of accuracy assessment of the applied approach are confirmed in the next stages of work. 

In summary, the proposed complex model of mechanically ventilated ARDS is a prerequisite 
for an adequate inverse modelling [47] and then for designing a procedure of lung recruitment 
with a minimized injurious impact on lung tissues. These steps will be delivered in the next 

paper, together with an example of the experimental measurement proving correctness of the 
modelling studies and feasibility of the method. In detail, apart from the computer simulations, 

the program of prospective research will include experimental work with the use of a 
mechanically induced lung injury animal model, under general anaesthesia during the 
mechanical ventilation. 
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Abstract 

Fault detection and location are important and front-end tasks in assuring the reliability of power electronic circuits. 

In essence, both tasks can be considered as the classification problem. This paper presents a fast fault classification 

method for power electronic circuits by using the support vector machine (SVM) as a classifier and the wavelet 

transform as a feature extraction technique. Using one-against-rest SVM and one-against-one SVM are two general 

approaches to fault classification in power electronic circuits. However, these methods have a high computational 

complexity, therefore in this design we employ a directed acyclic graph (DAG) SVM to implement the fault 

classification. The DAG SVM is close to the one-against-one SVM regarding its classification performance, but it 

is much faster. Moreover, in the presented approach, the DAG SVM is improved by introducing the method of K-

nearest neighbours to reduce some computations, so that the classification time can be further reduced. A rectifier 

and an inverter are demonstrated to prove effectiveness of the presented design. 

Keywords: power electronics, fault diagnosis, wavelet transforms, support vector machines, directed acyclic graph, 

nearest neighbours.  
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1. Introduction 
 

Power electronic circuits (PECs) can be found extensively in industrial, military and 
residential applications [1]. High thermal and frequent mechanical stresses during the 
operations can accelerate the failure process of PECs. Once a fault inside a PEC occurs, 
unplanned electrical device breakdown may be triggered, in some cases associated with a very 
high cost or even casualties. For reasons of safety, reliability and maintenance, a fault has to be 

detected and diagnosed as soon as possible after its occurrence [2]. In some PECs with the fault 
tolerance capability, fault detection and diagnosis are necessary steps [3].  

In essence, fault detection and fault diagnosis fall into the category of fault classification. 
Fault classification methods of PECs can be classified into three groups: model-based, expert 
system-based and artificial intelligence (AI)-based ones [4]. Among these methods, the AI-

based ones seem to be attractive and interesting, because they have some advantages in 
comparison with other methods [1]. An AI-based method considers the whole system as a black 

box, whose inside details are being not relevant. This can avoid the problem of circuit system 

modelling. Classifiers based on the AI technique, such as the fuzzy inference method [5−7], 
have been proved to be effective. Compared with methods based on pure hardware circuits [8], 

AI-based methods usually employ algorithms, which can be easy and flexible to transplant and 
upgrade while keeping unchanged the corresponding hardware .  

In the AI applications, the Neural Network (NN) is a good classifier, which has good 

performance in fault classification of PEC. In [9], the radial-basis-function (RBF) NN is 
adopted to perform fault detection of an induction motor drive circuit. A back-propagation NN 

(BPNN) is presented in [10] to diagnose faults of a three-phase inverter. In this example, 
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the classification accuracy of over 95% is reported. In [11], a multi-layered perceptron network 

is employed to classify open faults of a simulated voltage source inverter (VSI). Another study 
of BPNN application to a multi-level inverter fault classification is described in [2]. In some 
studies, two or more NNs are integrated to perform the classification task, which can improve 

the classification performance of a diagnostic system [12−14]. The NN-based method has also 

some drawbacks. For example, different NN trainings may lead to different classification 
results. In addition, high-dimensional data can result in a long training process, or even a 

convergence failure. Focusing on these drawbacks, the NN classifier can be improved with 
other methods. For example, in [15], before being input to the classifier, the fault samples are 
pre-processed with Principal Component Analysis (PCA) and Genetic Algorithm (GA), which 

can reduce dimensions of the training samples. In [16], the BPNN structure is optimized to 
improve its classification performance.  

Recently, the applications of Support Vector Machine (SVM) to fault classification of PECs 
have been reported. The SVM has some excellent characteristics, e.g. it needs less adjustable 

parameters and can find the global solution easily during training, thus leading to stable 
classification results. The conventional SVM can create binary classes, and such a classifier is 
called a binary SVM (BSVM). In [17], one BSVM is used to detect whether the inverter is 

faulty, and the other BSVM can localize the faulty power switch (upper or bottom half-bridge). 
Another application of BSVM to the fault detection of an induction motor drive is described in 

[18]. Generally, diagnosing a PEC involves a multi-class classification. In the domain 
of machine learning, a multi-class classifier design for SVM involves two methods [19]. The 
first method is meant to create a multi-class classification in one step, whereas the second one 

− to combine several BSVMs to form a multi-class classifier, which has three basic forms: one-
against-rest SVM, one-against-one SVM and Directed Acyclic Graph (DAG) SVM. 
In diagnosing a PEC, the one-against-rest SVM and one-against-one SVM have been used. For 

instance, in [20] and [21], the one-against-rest SVM classifiers are adopted to perform fault 
diagnosis of simulated rectifiers. Two examples of diagnosing inverters with one-against-rest 

SVMs are described in [22] and [23]. The application of one-against-one SVM to the diagnosis 
of an induction motor drive can be found in [24]. The use of DAG SVM, however, is seldom 

reported in fault classification of PECs.  
According to the experiment results obtained in [19], both DAG SVM and one-against-one 

SVM are suitable for practical use, because they can always achieve high accuracy in 

applications. A one-against-one SVM creates classification with a greater number 
of computations, so that fault classification is a time-consuming task for this classifier. In this 

research, we apply a DAG SVM to PEC fault classification and, moreover, we attempt to 
improve the DAG SVM by employing an additional method. Compared with the conventional 
DAG SVM and other SVM classifiers, the new method needs less BSVMs to perform fault 

classification and, accordingly, the classification time can be shortened. Also, the classification 
accuracy of the presented method is very close to that of the conventional DAG SVM. Hence, 

the presented method can be considered as an alternative classifier for the DAG SVM. 
Experiments on a rectifier and an inverter were performed to prove effectiveness of the 
presented method. For the purpose of comparison, five classifiers were designed and examined 

regarding their classification accuracy and testing time.  
 

2. Basic theories cocerning SVM classifier 

 

2.1. Support vector machines for binary classification 

 

A standard support vector machine classifier, invented by Vapnik and his colleagues [25], 

has a theoretical background of statistical learning theory and executes Structural Risk 
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Minimization (SRM) [26]. It can create a binary classification with excellent performance. 

The standard binary classifier can create both linear and nonlinear classifications. In the domain 
of fault detection and diagnosis of PECs, the nonlinear classification seems to be more practical. 

The nonlinear BSVM adopts a mapping function ( )ψ ⋅ , which can map data samples from the 

measurement space to a high-dimensional space. The binary classes can become linearly 
separable in the high-dimensional space. This principle is expressed in Fig. 1, where ○ and ● 

represent class I and class II, respectively. 
 
 

i
ξ+−1

j
ξ−1

 
Fig. 1. A basic model of nonlinear BSVM. 

      
In order to implement the BSVM, a margin between samples in the high-dimensional space 

should be maximized. Assume a data set to be { }
i

x  (i = 1, 2, …, Q, where Q is the number 

of data samples; 
i

x is an ith data sample in the measurement space), d

i
R∈x (R being the d-

dimensional measurement space). After being mapped to the high-dimensional space with  an 

inexplicit mapping function ( )ψ ⋅ , { }
i

x turns into{ ( )}
i

ψ x . Then, each sample ( )
i

ψ x is assigned to 

a label 
i
y  (  = +1

i
y  for Class I, and =-1

i
y for Class II). The optimal hyper-plane can be 

represented with:  

                                                       ( ) ( ) 0
i i

f bψ= ⋅ + =x x w ,                                                     (1) 

where: w is a weight vector of optimal hyper-plane; b is a bias.  

In order to allow some samples to be misclassified to reduce the effect on the decision 

boundary position, the slack variables 0
i

ξ ≥ are necessary. Hence, by considering the 

misclassified samples, the samples try to be classified correctly beyond the margin:  

                                                     ( ( ) ) 1 0
i i i
y bψ ξ⋅ + − + ≥x w .                                                    (2) 

Maximizing the margin means minimizing the following quadratic optimization problem: 

                                                   

2

1

( )
2

. . ( ( ) ) 1 0

Q

i

i

i i i

C

s t y b

ϕ ξ

ψ ξ

=

= +

⋅ + − + ≥

∑
w

w

x w

,                                      (3) 

where C is a penalty parameter for balancing the classification accuracy and complexity of the 

decision boundary.  

Solving this optimization equation needs the Lagrange multipliers (LMs) 0
i

λ ≥ :  

                                                
1

( ) ( ( ( ) ) 1 )
Q

i i i i

i

L y bϕ λ ψ ξ
=

= − ⋅ + − +∑w x w .                                      (4) 

By removing primal variables, the partial derivatives of L in respect to w and b are used to 

yield the dual formulation L*:  
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                                            *

1 1 1

1
( ( ) ( ) )

2

Q Q Q
T

i i j i j i j

i i j

L y yλ λ λ ψ ψ
= = =

= − ⋅∑ ∑ ∑ x x ,                                    (5) 

where: 
i
λ , 

j
λ  are LMs of ith and jth data samples, respectively; ( ⋅ ) is an inner product; T is the 

transpose of vector.  
The solution of this optimization problem will generate support vectors (SVs), whose 

corresponding LMs are 0
i

λ > . Let the number of SVs be 
sv
n  and considering a kernel function

( , ) ( ( ) ( ) )T

k k
k ψ ψ= ⋅t x t x , the calculation function of BSVM becomes:  

                                                       
^

1

( ) ( , )
sv
n

k k k

k

f y k bλ

=

= +∑t t x ,                                                  (6) 

where: t is a data sample to be classified;
^

0
k

λ > is an LM of kth SV xk.  

The kernel function has several forms [27]. In our experiments, the RBF kernel function 
2 2( ( , ) exp( | | / )

i i
k σ= − −t x t x , where 0σ > is a kernel parameter; xi is an ith SV) is considered, 

because this nonlinear kernel function can always lead to good classification performance.  

 

2.2. Two conventional multi-class SVMs for PEC fault classification 

 

A conventional one-against-rest SVM employs the Winner-Takes-All (WTA) rule to 
implement a pattern classification [28]. This classifier is simple to use in the fault classification 

of PEC. For N fault classes, N BSVMs are needed. For each training, an th
i class (labelled with 

“−1”) is separated from the rest (N−1) classes (labelled with “+1”). Finally, a sample x should 

be assigned to the fault class whose corresponding decision function has the minimum value:  

                                                              
1,2,...,

argmin[ ( )]
i

i N

f
=

t ,                                                            (7) 

where ( )
i
f t is a decision function of ith BSVM for a sample t.  

For the one-against-one SVM, altogether N(N−1)/2 BSVMs are constructed. The decision 
function for the BSVM, which is formed by classes i and j (i ≠ j), can be expressed in the form 

of:  

                                                   
,

, , , *

,

1

( ) ( , )

i j
svn

i j i j i j

ij k k k i j

k

f y K bλ

=

= +∑t t x ,                                             (8) 

where: ,i j

sv
n  is the number of SVs; ,i j

kλ  is an LM of kth SV; ,i j

ky  is a label of kth SV; *

,i j
b  is a bias 

of this BSVM.  
In the final stage, all decision functions of BSVMs need to vote for the appropriate class. 

The max-wins strategy is adopted to find a class which wins the maximum votes. However, 
with the increase of N, the number of computations for this classifier will increase drastically, 
and thus this method will probably become unsuitable for fast fault classification of PECs.  

 

3. Presented SVM classifier 

 

3.1. Typical Structure of DAG SVM 
 

The classifier employed in our research is a typical DAG SVM [29], whose training phase 

is the same as in the one-against-one SVM by constructing (N−1)N/2 BSVMs for N fault 
classes. In the classification phase, the BSVMs are arranged to form a directed acyclic graph. 
Each node of the DAG SVM is represented with Bij, indicating a BSVM classifier 
corresponding to class i and class j (i ≠ j). Except for the root node, each node has one input 

and two outputs which stand for the possible decision values (left and right branch) of the 
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BSVM. Fig. 2 shows a typical model of DAG SVM with N = 5 (for simplicity, assume five 

fault classes to be marked: ‘0’, ‘1’, ‘2’, ‘3’ and ‘4’, respectively).  
The DAG SVM classifier structure is similar to a pyramid, which can be partitioned into N 

layers for N fault classes. For instance, in Fig. 2, the root node is the first layer (containing 

B04), and the second layer contains two nodes (containing B03 and B14), … , the kth layer 
(k < N) contains k BSVMs, …, and so on. The final layer contains only leaves, which represent 

the five separated classes. 
 

 

Fig. 2. DAG SVM Structure for N = 5. 
 
The classification task is initiated from the first layer and is stopped in the final layer. In each 

layer (except for the final layer), one BSVM is evaluated to generate the output result, which 
becomes the input of a BSVM in the next layer. Fig. 2 gives an illustration of such a flow path 

(in red dashed curve), in which B04→B03→B13→B12→’1’ are evaluated one after the other. 

Hence, for N fault classes, (N−1) BSVMs need to be evaluated for each classification task.  

 

3.2. Improvement of DAG SVM 

 

Generally, the DAG SVM is a fast classifier, but it still needs to compute (N−1) decision 
functions for the BSVMs. A typical DAG SVM always starts from the root node, however in 
this study we consider changing the starting node of DAG SVM, which will probably reduce 
the evaluation time of this SVM classifier. For example, in Fig. 2, if the starting node is initiated 

from B03, not from the root node, the evaluation flow path will become B03→B13→B12→’1’. 

In this case, the computation of BSVM decision function at B04 node can be bypassed. The key 

problem is, how to know it is the node B04 that should be avoided. In other words, how to find 
a limited set of nodes which participate in the computation.  

In the paper there is adopted the method of K-Nearest Neighbours (K-NN) as an auxiliary 
classifier to find the limited set of nodes. The K-NN classifier is an easy to use, non-parametric 
method and. It was applied to the fault diagnosis of a generator rotor [30].  

Assume N fault classes, each fault class containing L data samples. The centroid for class j 
is defined in the measurement space:  

                                                                  
1

1
L

j ij

iL
=

= ∑C x ,                                                       (9) 

where ij
x is an ith training sample of class j (j = 1, 2, …, N).  

The K-NN method selects K closest neighbours basing on Euclidean distances between an 

unknown sample x and the centroids. K fault classes corresponding to the K closest centroids 
fall into a limited set, from which the starting node can be chosen. Fig. 3 illustrates the way 

of finding the starting node (N = 5) for K = 3.  
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Fig. 3. An illustration of finding the starting node (N = 5, K = 3). 

 
In this figure, three steps are implemented. Step 1 computes the Euclidean distances between 

x and the centroids, and five distances are obtained. These distances are sorted in the ascending 

order in Step 2 and the first 3 nearest neighbours (assumed to be ‘0’, ‘1’ and ‘3’) are selected. 
In Step 3, we can observe that three selected classes, whose corresponding leaves are indicated 

in the final layer of DAG SVM in Fig. 3, are derived from the subsidiary DAG, enclosed in a 
triangle marked by dashed lines. The starting node (i.e. B03) is obtained as the root node of the 

sub graph. 
Another way of obtaining the starting node is the use of the information included in indexes. 

In this case, the index for each class should be predefined and arranged according to the DAG 

SVM structure. For example, the index for class ‘0’ is 0; for class ‘1’ − 1; …; and so on. 

The indices i and j for a starting node Bij correspond to the minimal and maximal values 
of selected K numbers, respectively. Therefore, in a simple way, the starting node B03 can be 

obtained.  
 

3.3. Classification system design based on SVM 

 

The design of a classification system based on an SVM classifier is similar to that based on 

a neural network, and the steps of the presented improved DAG SVM (iDAG SVM) system 
design for PEC are as follows:  

1) Feature extraction. The original  current or voltage signals are sampled from the available 
sensors. These signals contain noise or redundant information, so they need to be pre-
processed by signal processing techniques, such as PCA [15, 20, 31], FFT [2, 32], wavelet 

transformation (WT) [6, 7, 17], S-transformation [21], or Concordia transformation [9, 18]. 
This step generates feature samples, which can be used in the offline training.  

2) Offline training of the SVM. Prior to the training, the feature samples need to be assigned 

with labels (+1 or −1). In our design, in the BSVM training of one-against-rest SVM, the 

feature samples corresponding to one class are labelled with −1 and the other faults’ samples 
are labelled with +1. For the BSVM training of one-against-one SVM, features for the ith 

class are labelled with −1, and the features for the jth class are labelled with +1 (i < j).  
 After training, for each BSVM, the generated SVM parameters are saved. Also, considering 

the iDAG SVM, the centroid of each class needs to be calculated and saved.  

3) Fault classification. Given a new sample, the diagnostic flow is implemented according to 
Fig. 3. 
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4. Case studies: rectifier and inverter 

 

4.1. Simulated rectifier 

 

The first circuit is a three-phase full-bridge rectifier with six uncontrolled diodes and a load 
resistor Rload, is shown in Fig. 4. This topology can be used in aerospace power systems and 

many industrial power electronic converter design applications.  
 

 

Fig. 4. The simulated three-phase full-bridge rectifier. 

 
 

This circuit is modelled and simulated with Matlab R2010b-Simulink. In this simulation, the 
Rload value is set to 550 Ω with 10% tolerance (to simulate the load fluctuation) and the filter 

capacitor Cf value is set to 10 F:µ  the nominal phase frequency and voltage of the input source 

(Ua, Ub and Uc) are 400 Hz and 23 V rms, respectively. The output voltage Ud on the load is 
selected as an accessible signal.  

In this circuit, open-circuit faults for the diodes are examined. Faulty diodes and their fault 
codes are listed in Table 1. {Ti, Tj} (i, j = 1,…,6 and i ≠ j) means that two diodes Ti and Tj are 

faulty simultaneously. In this simulation, f0, indicating a sound circuit, is regarded as a special 
class. Hence, twenty two classes are considered. For each fault, this circuit model is simulated 
50 times and each time the load value is varied and the corresponding signal Ud is sampled 

(a sample rate for the simulation is 20 kHz). In this way, altogether 50 samples for each fault 
can be collected. A randomly selected segment of sample for each fault is shown in Fig. 5.  

 
 

Table 1. Faults for the rectifier. 
 

Code Faulty diode(s) Code Faulty diode(s) Code Faulty diode(s) 

f0 − f8 {T3, T6} f16 {T1, T2}  

f1 T1 f9 {T2, T5} f17 {T2, T3} 

f2 T2 f10 {T1, T3} f18 {T3, T4} 

f3 T3 f11 {T1, T5} f19 {T4, T5} 

f4 T4 f12 {T2, T4} f20 {T5, T6}  

f5 T5 f13 {T2, T6} f21 {T6, T1} 

f6 T6 f14 {T3, T5}    

f7 {T1, T4} f15 {T4, T6}    
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Fig. 5. Waveforms of faults for the simulated rectifier.  

 

Feature extraction. In this example, the WT method is applied to Ud waveforms of each 
fault class to extract features. The WT is a useful technique [33] that can be used to decompose 
the collected data into the time-frequency domain, in which coarse coefficients and detail 

coefficients can be obtained. A simplified diagram of WT decomposition tree is shown in Fig. 6. 
The coarse coefficients in the low frequency band can indicate the outline of waveform. 

Generally, different waveforms, indicating different fault classes, can have different coarse 
coefficients. Hence, the coarse coefficients are selected as the fault features in our research. The 
detail coefficients in the high frequency band, however, are not considered as features, because 

these coefficients can be easily corrupted by noise.  

 

 
Fig. 6. A simplified diagram of WT decomposition tree.  

 
The steps of extracting fault features with WT are as follows:  

a) Apply WT to Ud, assumed to have N data points, and in each layer I (I = 1, 2, … ) the coarse 

coefficients I
CA = { ( )I

CA k } (k = 1, 2, …, N/2I) can be obtained after wavelet decomposition.  

 Also, in WT applications, discussion of the number of decomposition layers and the mother 

function is inevitable. In our research, we determined these parameters by comparing 
different experiment results. Finally, ‘Haar’ was selected as the mother function of WT for 
5-layered decomposition, and these parameters can lead to good experiment results.  

b) In each decomposition layer I, calculate the mean value of I
CA  with the following equation:  

                                                                 
/2

1

2
[ ( )]

II N

I I

k

Me CA k
N

=

= ⋅∑ .                                                  (10) 
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 Find the maximum value I
Mx  from ( - )I I

CA Me , according to the following equation:  

                                                   max[abs{ ( ) }]I I I
Mx CA k Me= − .                                                  (11) 

c) Normalize the coarse coefficients with 2-norm. In this case, normalization of coefficients 

can reduce the effect of load fluctuation. This step can be accomplished as follows:  

                                                        
2

( )
nCA { }

I I

I

I

CA k Me

Mx

−

= ,                                                     (12) 

                                                   ( )1,  2,  ,  / 2  k N I= … . 

d) Calculate the feature nCA
I in layer I. In all, a fault feature vector 

1 2 3 4 5
=[nCA ,nCA ,nCA ,nCA ,nCA ]E can be extracted. Finally, the feature vector E should be 

normalized to have zero mean and unity variance. In the machine learning domain, this is a 
commonly used means which can avoid a large data range.  

Result. The Matlab codes for all classifiers were run on a P4 personal computer with 
2.6 GHz dual CPUs and 2 GB RAM. Our operating system is Windows XP.  

The feature set is split into two parts: a training set and a testing set. The training set contains 

10 samples of each class, whereas 40 samples of each class are used for testing. A penalty 

parameter for SVM is set to 100, and σ  is varied across a range {1, 2, 4, 8, 16, 32}. With these 
parameters, each SVM classifier can generate six results; the best result for each SVM is 

recorded. In this experiment, all SVM classifiers can achieve 100% testing accuracy when 
 = 1.σ  The iDAG SVM needs to confirm the value of K. In this research, we performed an 

exhaustive offline searching for K, ranging from 2 to 22, to find a suitable inflection point. 
In   each search, the K value was changed, the iDAG SVM was used to evaluate the testing set, 

and accuracy was recorded. The testing accuracy, as well as the testing time, as functions of K, 

are shown in Figs. 7a−7b.  
 
     a)                                                                                 b) 

       
Fig. 7. Accuracy (a) and  testing time (b), as functions of K for the simulated rectifier. 

 

In Fig. 7a, we can observe that the accuracy curve is simple and any value of K can lead to 
100% classification accuracy. Hence, we choose K = 2 as a suitable value, which gives the 

shortest testing time.  
Five classifiers are compared in terms of the classification Accuracy (Acc), training time 

(TrT) and testing time (TeT) for the testing set. Comparison of SVM classifiers’ performance 

is based on their best results (  = 1σ ) and shown in Table 2.  

The BPNN used in this study is a forward-feed neural network with three-layered structure, 
whose training parameters are shown in Fig. 8. Training of this neural classifier was  performed 

with Matlab toolbox for neural networks. Note that the number of hidden neurons is 26, with 

2 4 6 8 10 12 14 16 18 20 22
0.9

0.92

0.94

0.96

0.98

1

(a)  K

a
c
c
u
ra
c
y
(×
1
0
0
%
)

2 4 6 8 10 12 14 16 18 20 22
2

4

6

8

10

12

14

16

18

(b)  K

te
s

ti
n

g
 t

im
e

(s
)

709



 

J. Cui, G. Shi, C. Gong: A FAST CLASSIFICATION METHOD OF FAULTS IN POWER … 

which a good result can be obtained. Also, the neural classifier was trained for 3 times and the 

best result was added to Table 2. The Matlab function to validate the testing set is ‘sim’.  
 

Table 2. Comparison of the classifiers’ performance for the simulated rectifier. 
 

Classifier Acc TrT [s] TeT [s] 

One-against-rest SVM 100% 3.2 19.1 

One-against-one SVM 100% 5.2 174.3 

DAG SVM 100% 5.2 15.6 

iDAG SVM (K = 2) 100% 5.2 3.8 

BPNN 100% 188.6 20.9 

 

 

Fig. 8. The neural network used in our experiment. 

 
 

4.2. Actual rectifier 

 

An actual rectifier is mainly designed with six discrete power diodes (type: 6A10). A photo 

of the circuit fault diagnosis system (including a fault setup and a fault data acquisition ) is 
shown in Fig. 9.  

 

 

Fig. 9. A photo of the rectifier fault diagnosis platform. 

 

In this system, each diode is connected in series with a relay and an action of the relay, 
manually controlled with a button, can generate an open fault of diode. A single fault can be 
generated by pushing one button, whereas double faults need pushing two buttons 

simultaneously. We used this system to collect 50 samples for each fault. Collecting a fault 
sample, each time we changed the load randomly within a 10% tolerance. The fault signals 

were collected with Handyscope HS4 (12-bit ADC inside), and a sample rate for this data 
collection device was set to 20 kHz, which was consistent with the setup during the simulation.  

For each fault, a segment of one sample was randomly selected, as shown in Fig. 10. 

Subsequently, the WT was applied to these signals for feature extraction.  
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Fig. 10. Waveforms of faults for the actual rectifier. 

 
The starting point (closely related to phase information) of the signal is important for WT, 

and we found the first starting point of the signal by zero-crossing detection of the input power 
source waveform Uab. The basic principle of finding a starting point of Ud is shown in Fig. 11, 

which presents the waveforms of Ud and Uab in a sound circuit condition.  

 

 

Fig. 11. Finding a starting point of Ud by using the zero-crossing detection method with Uab. 

 
In this research, the steps of feature extraction and classifiers’ design were identical to those 

of the simulated rectifier. Fig. 12 presents the curves of accuracy and testing time for iDAG 
SVM. Comparison of the classifiers’ performance with their best results is shown in Table 3 

for σ = 4.  
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       a)                                                                               b) 

         
Fig. 12. Accuracy (a) and testing time (b), as functions of K for the actual rectifier  

with fluctuation of load (10%).  

 
Table 3. Comparison of the classifiers’ performance for the actual rectifier with fluctuation of load (10%). 

 

Classifier Acc TrT [s] TeT [s] 
One-against-rest SVM 97.8% 2.6 18.6 

One-against-one SVM 98.3% 5.1 184.3 

DAG SVM 98.3% 5.1 17.0 

iDAG SVM (K = 13) 98.3% 5.1 15.2 

BPNN 96.8% 35.8 23.9 

 

For the actual rectifier circuit we also performed another experiment, in which both the input 
power (including amplitude and frequency) and load were randomly fluctuated. The tolerances 

of input power amplitude, input frequency and load were set to 5%, 5% and 10%, respectively. 
This experiment aimed to examine the classifier performance in a complicated operation 
environment. The curves of finding a good result in the iDAG SVM classifier design are shown 

in Fig. 13 and, for  = 1σ , several classifiers can achieve the best results, which are listed 

in Table 4.  
 

       a)                                                                                b) 

      
Fig. 13. Accuracy (a) and testing time (b), as functions of K for the actual rectifier with fluctuations  

of load (10%), input power amplitude (5%) and frequency (5%).  

 
Table 4. Comparison of the classifiers’ performance for the actual rectifier with fluctuations of load (10%), 

input power amplitude (5%) and frequency (5%). 
 

Classifier Acc TrT [s] TeT 
[s] One-against-rest SVM 91.1% 2.3 18.4 

One-against-one SVM 93.2% 4.6 173.2 

DAG SVM 92.5% 4.6 15.9 

iDAG SVM (K = 12) 92.5% 4.6 14.9 

BPNN 82.5% 13.1 20.7 
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4.3. Inverter 

 

The third PEC, with its structure shown in Fig. 14, is an actual three-phase inverter which 
drives a motor with a symmetric structure. The motor is a 50 W brushless DC motor (BLDCM) 

with 3-phase and 5-pair poles, and the BLDCM shaft is coupled with an electric fan, running at 
a rate of 800 rpm (~5% fluctuation). This system is used for cooling in industry applications. 

Although the used inverter has a low driving power, the considered fault classification 
algorithms can be extended to inverters with a higher power in a straightforward way.  

In this inverter, the MOSFETs are driven with a square wave pulse width modulation 

(PWM), and the voltage value is Vdc = 48 V. We consider a single switch open fault for this 
drive circuit, a total of 7 faults need to be classified. In this case, the fault code for switch Ti is 

fi (i = 1, …, 6), and f0 denotes the sound condition of this circuit. 

 

a
i

b
i

c
i

[ ]
a b c

u u u， ，

 

Fig. 14. The inverter system structure used in the experiment. 

 
In this example, three phase currents (ia, ib and ic) need to be collected synchronously. In this 

experiment, forty samples for each fault pattern were collected based on the experiment 
platform, in which an open fault of a power switch could be set by an emulator of the drive 
circuit controller.  

Feature extraction. The presented feature extraction algorithm needs two steps.  
Step 1: The WT is adopted to reduce the effect of noise. ‘Haar’ wavelet is selected as the 

mother function to decompose the currents’ signals into coarse coefficients ( ( ), ( ), ( )w w w

a b c
i k i k i k ) 

and detail coefficients in layer 3. The detail coefficients were discarded in this design.  
In order to reduce the effect of load, with reference to [17], normalization of wavelet 

coefficients can be considered:  
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1, 2,..., / 8,
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i k i k i

i k i k i

k M

=

=

=

=

                                               (13) 

where M is the number of collected data points.  

The segments of collected phase currents for each fault before and after ‘Haar’ WT in layer 

3 are shown in Figs. 15a−15g, respectively.   
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    a)                                                                                             b) 

    
           c)                                                                                            d) 

   
         e)                                                                                                f) 

     
                                                            g) 

 

Fig. 15. Current waveforms before and after adapting WT for seven faults, respectively.  

Waveforms under no fault (a); waveforms under T1 fault (b); waveforms under T2 fault (c);  

waveforms under T3 fault (d); waveforms under T4 fault (e); waveforms under T5 fault (f); 

 waveforms under T6 fault (g). 
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      a)                                                                                           b)                                            

      
             c)                                                                                           d) 

          
               e)                                                                                       f) 

        
                                                      g) 

 
Fig. 16. Current trajectories for seven faults, respectively. A current trajectory under no fault (a); 

a current trajectory under T1 fault (b); a current trajectory under T2 fault (c);  

a current trajectoryunder T3 fault (d); a current trajectory under T4 fault (e); 

 a current trajectory under T5 fault (f); a current trajectory under T6 fault (g). 
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îα

îβ
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îα

îβ
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In the Fig. 15, we can observe that, after decomposition of 3 layers, the outlines of current 

waveforms are clear. Also, we can find that the waveforms for each fault are different from 
others, and hence they can be used for subsequent fault classification.  

Step 2: For the AC motor system with a symmetric structure, the Concordia transform can 

be used to calculate a 2-dimensional current trajectory ( ˆ ˆ,i i
α β ) in the α-β frame:  

                                                            
ˆ ˆ ˆ ˆ(2 ) / 6

.
ˆ ˆ ˆ( ) / 2

a b c

b c

i i i i

i i i

α

β

 = − −


= −

                                                       (14) 

Figure 16 illustrates selected trajectories for ( ˆ ˆ,i iα β ) under faults. Note that the numbers on 

the axes have no units because they are ratios from the formulae (13) and (14). We can observe 
that these trajectories are different from each other mainly in terms of geometry. Hence, we can 

consider extracting simple centroid features from these trajectories.  
The centroid features can be extracted from a closed trajectory [34, 35]:  
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                                               (15) 

In order to obtain a completely closed trajectory, M should be the number of data points from 

at least one cycle of waveform. A 2-dimensional feature vector ˆ ˆ=[ , ]C C
α β

E  can describe the 

centroid of trajectory regarding its radius size. The 2-dimensional centroid features are 

sufficient to discern seven faults and can lead to good classification results.  
Results for inverter. Fourteen feature samples were used as the training set, whereas the 

other 26 samples were used as the validation set. By confining C to 100, the one-against-rest 

SVM can achieve the best result for  = 1σ , whereas  the one-against-one SVM, − for  = 2σ .  
For the designed iDAG SVM, the validation set is also used to search for a proper value 

of  K. The searching curves are given in Fig. 17.  

 
                                               a)                                      b) 

 
Fig. 17. Accuracy (a); testing time (b), as functions of K. 

 

In this experiment, different values of K can lead to the same accuracy (96.7%). Hence, 
K = 2 was directly selected for this iDAG SVM. In the neural classifier design, the number 

of hidden neurons is set to 7 and the BPNN is trained for several times. The best result of 97.8% 
is recorded. Good results for these classifiers are shown in Table 5.  
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Table 5. Comparison of the classifiers’ performance for the inverter. 

Classifier Acc TrT [s] TeT [s] 

One-against-rest SVM 96.1% 1.0 1.12 
One-against-one SVM 96.7% 0.6 3.66 

DAG SVM 96.7% 0.6 0.99 
iDAG SVM (K = 2) 96.7% 0.6 0.54 

BPNN 97.8% 0.3 4.65 

 

4.4. Analysis  

 

1) According to the above examples, we believe that the SVM and neural classifiers are 

applicable to power electronic circuit faults’ classification, if only the parameter values are 
properly chosen.  

2) Through several experiments, we found that the neural networks can achieve good results 

when classifying a small number of faults. However, it is not a good choice to classify a 
large number of faults with conventional neural networks, because these classifiers will need 

much more hidden neurons to implement a complex training process and so to increase the 
calculation complexity. Changing a big network into some small-scale networks can solve 
this problem [32], but both the structure and parameters of these small networks need to be 

determined deliberately. Moreover, the neural network classifier exhibits different 
performance for different trainings.  

 The SVM classifiers can be regarded as alternative solutions for the neural classifiers in the 
applications to power electronic system diagnosis, because an SVM classifier can achieve 

very close or even better performance to that of a neural classifier. In addition, a standard 
SVM classifier can exhibit stable performance for different trainings. Moreover, it needs to 
tune relatively fewer parameters.  

3) The SVM classifier has many forms [36, 37]. In the research, we examined two typical forms 
in the domain of power electronic circuit fault diagnosis. As a result, the one-against-one 

SVM is usually used for classification, because it can achieve a high classification accuracy. 
However, this classifier needs a high computational complexity to implement classification 
and this drawback limits its usage in some applications, e.g. in power electronic circuit on-

line fault diagnosis, surveillance or even fault-tolerant systems. Hence, the structure of this 
classifier needs to be improved or rearranged to adapt to fast fault classification. We adopt 

the DAG SVM as an alternative for this classifier.  
 In our research, the DAG SVM and the one-against-one SVM were compared in terms 

of classification accuracy and testing time, and we found that the DAG SVM’s performance 

was very close to its counterpart’s, but with a significantly lower computational complexity 
needed. Hence, we believe that the DAG SVM can be used to replace the one-against-one 

SVM for fault classification of PECs. The iDAG SVM, with the help of nearest neighbours, 
can further reduce the testing time, whilst maintaining almost unchanged performance.  

4) The WT is a good tool for fault feature extraction of power electronic circuits. We achieved 

good results by using this tool in the experiments. The proper selection of a good mother 
function and decomposition layers is a difficult problem, and in our research we solved this 

problem by comparing and evaluating the experiment results with different parameters.  

 

5. Conclusions 

 

In industrial applications, a fast method of fault diagnosis in power electronic circuits is 

important because of the requirements of high reliability and fault-tolerance. This paper 
presents a data-driven method of fault classification in power electronic circuits, and this 

method is based on the DAG SVM. This classifier can be improved by combining it with the 
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K-NN method. Compared with the conventional one-against-rest SVM and one-against-one 

SVM, the presented method has a very high implementation speed, because this method is based 

on the DAG SVM, which needs to compute (N−1) BSVMs for N faults. After the improvement, 

the number of BSVMs needed by iDAG SVM is less than or equal to (N−2). Hence, among the 
SVM classifiers, the iDAG SVM has the lowest computational complexity. Also, the iDAG 

SVM has the classification performance comparable with that of the DAG SVM, if only the 
parameter K is properly selected. In our research, K was determined on the basis of experimental 

searching results. In another way, K can be selected with an empirical formula as follows:  

                                                                = / 2K N   .                                                          (16) 

With this formula, in many experiments, we found that the iDAG SVM can achieve 
satisfactory results. Note that the proposed classifier can also be considered as a general method, 

and this classifier can be easily extended to other fast fault classification applications. The 
presented method also has some limitations, because it is based on the conventional DAG SVM, 

which needs to be prearranged.  In arranging the DAG SVM structure, the selection of a root 
node for the DAG SVM is a problem. Different root nodes will probably lead to different 

performance of the classifier. Hence, the proper selection of a root node should be further 
studied. In the future, we can consider some available methods in designing pattern classifiers 

to solve this problem [38−40].  
Finally, the feature extraction is important in the design of a successive classifier In our 

research we need to select fault features manually, so in the future work, automatic and efficient 
feature selection methods will be examined.  
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Abstract 

The paper presents a method of adaptation of the original second order Prony’s method for applications in low-
cost digital measurement systems with low computing performance. The presented method can be used in 

measuring systems where it is important to obtain in real time the values of amplitude, frequency, initial phase and 

damping coefficient of a single sinusoidal component of an analysed signal. The paper presents optimized, in terms 

of the number of mathematical operations, implementation of the method in selected embedded devices as well as

the calculation times of the method for each platform. 
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1. Introduction 
 

Analysis of a digital multi-frequency signal to estimate the basic parameters of its 

components is a very broad subject mainly related to Fourier transforms [1−7]. One section 
of this area includes the analysis dedicated to estimation of a single component with the greatest 

possible accuracy and short calculation time. This area of application includes some 

modifications of the Fourier analysis [8−9] and other methods [10], of which the Prony’s 

methods gain greater and greater practical significance [11−16]. 
The Prony’s methods are characterized by the properties of precise estimation of the 

parameters of an analysed signal. They generate new measurement possibilities by identifying 
real frequencies of the analysed signal components, and by extending the signal model with 

information about the damping coefficients of the components [17−20]. These methods enable 

the use of short windows of analysis, which is valuable in the study of fast variable phenomena. 
They also specify the parameters of components of slowly variable signals, with incomplete 
periods in the analysed analysis window. Nevertheless, when analysing multiple components, 

they are computationally complex methods that require inversion of large matrixes, and 
calculation of roots of high-order polynomials. These methods may also involve problems with 

the numerical stability of solutions.  
The great versatility of Prony’s methods makes them an alternative to Fourier transform-

based methods, enabling to measure a wider range of signals in variable measurement 
conditions (analysis window duration, sampling frequency) not available with other methods. 

The paper presents a method of modifying the calculations required in the algorithm 

of original version of Prony’s method of the second order in such a way as to obtain maximum 
simplification. The proposed modification is based on fundamental mathematical operations 

without involving complex numbers and operations requiring iterative calculations. This 
enables a significant reduction of the calculation time of Prony’s method even for low-
performance embedded devices. In the paper the accuracy aspect of calculations of Prony’s 
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method is deliberately omitted, as it is the subject of separate publications [17−20]. The 
implementation of the method for a specific application is also not presented so as not to narrow 

down the group of potential recipients of the proposed solution. 
The paper consists of 4 Sections. In Section 1 an introduction is included. In Sector 2 there 

are described the original Prony’s method and its modifications to simplify the calculations 

of the presented algorithm. Section 3 shows the implementation of the method in selected 
embedded devices and the measurement results of algorithm execution time. Sector 4 contains 

a summary. 
 

2. Description of adaptation of original Prony’s method for embedded applications 

 

The original Prony’s method can be presented essentially as two calculation stages. In the 

first stage, frequency and damping coefficients of the complex exponents modelling the 
analysed signal are determined. In the second stage, amplitudes and initial phases of the 

components are calculated based on the parameter values determined in the previous stage 
[17, 21].  

 

2.1. Determination of frequency and damping coefficients of components 

 

In the first stage of the original Prony’s method calculations a Toeplitz matrix is created 
on the basis of samples x1…x2p of analysed signal, (left side of (1)). The following equation is 
based on this matrix:  
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where p is a size of Prony’s model, and the vector A1…Ap  is a set of certain coefficients, which 
will be described later in the argument. For the adopted order of Prony’s model p = 2, the 
solution of (1) can be represented by a relation: 
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To increase the transparency, let, x1 = a, x2 = b, x3 = c, x4 = d. By making further transforma-

tions related to the calculation of the inverse matrix we obtain:  
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where: 
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(4) 

is a determinant of the inverted matrix. Estimation of component parameters of Prony’s model 

takes place for r ≠ 0. Finally, it can be written as: 
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In this way coefficients of a polynomial of the general form are determined: 
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for which the next step is to determine its complex roots zk: 
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It is assumed that A0 =1 [21]. For the considered case p = 2, a square polynomial of the 
general form is obtained: 
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(9) 

where, knowing the coefficients A0, A1, A2 , the zero of the function can be determined using the 
commonly known Vieta’s formulas. For the polynomial (9) we can first write: 

20

2

1
4 AAA −=∆ . 

                                            

(10) 

The estimation of the sinusoidal components of Prony’s model is obtained for complex roots, 

i.e. for ∆ < 0. For the Prony’s model with p = 2, we obtain conjugate roots describing sinusoidal 

components damped: one with a positive frequency and the other with identical amplitude, 
initial phase and damping but with a negative frequency. By further transformation of Vieta’s 

formulas, we obtain the solution:     
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The roots in the first stage of Prony’s method are complex but for further embedded 

applications the operations can be performed for real data types, as − based on the real part 

Re{z1} and imaginary part Im{z1} of selected individual root − the frequencies f1 and f2 of the 

components can be calculated according to the following relation: 
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T
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(14) 

where T is a sampling period of the analysed signal, whereby, if the estimated component is not 

damped, then |z1| = |z2| = 1. The damping coefficients α1 and α2 can be determined from the 
relation: 

( )
121

ln
1

z
T
==αα .

                                                    

(15) 

Finally, by making simple transformations, we can determine the frequency and damping 

coefficients of an estimated component using a simple C code or Matlab:  

        a2=a*a; b2=b*b; c2=c*c; ab=a*b; 
        bc=b*c; cd=c*d; ac=a*c; bd=b*d; 
        a2_b2=a2+b2; b2_c2=b2+c2; ab_bc=ab+bc; 
        r=a2_b2*b2_c2-ab_bc*ab_bc; 
        A1=-(bc*a2_b2-ac*ab_bc+cd*a2_b2-bd*ab_bc)/r; 
        A2=-(ac*b2_c2-bc*ab_bc+bd*b2_c2-cd*ab_bc)/r; 
        del=A1*A1-4*A2; rez1=-A1/2; imz1=sqrt(-del)/2; 
        absz1=sqrt(rez1*rez1+imz1*imz1); 
        F=asin(imz1/absz1)/(2*pi*T);  
        AL=log(absz1)/T; 
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For calculation of the first stage of Prony’s model p = 2 in the original version, it is required 

to perform in total: 24 multiplications, 12 additions, 5 divisions, and additionally 2 root 
extractions and 1 arcsin operation. All operations are performed on real data types. 

 

2.2. Determination of initial stages and amplitudes 

 

In the second stage of the original Prony’s method, the first operation is to determine 
a Vandermonde matrix (16): 
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(16) 

from complex roots zk and solving the (17): 

( ) xVVVh
T

1
T

−

= ,

                                                           

(17) 

where: h = [h1,…,hp]T, and  x=[x1,…,xp]T. 

The determined vector h is used in the next step to calculate amplitudes amp and initial stages 

ϕ of the components of Prony’s model, according to the relation [21]: 

                                                                        hamp = ,                                                           (18) 

                                                               













=

h

h}Im{
arcsinϕ .                                                            (19) 

When using a model with size p = 2, the number of mathematical operations to perform is 
relatively small. However, multiplications and additions on complex numbers are required, 
which greatly increases the number of operations based on real data types. For example,  

1 complex multiplication translates into 4 multiplications and 2 additions of real numbers, and 
one complex addition translates into 2 additions of real numbers. Therefore, the direct 

adaptation of the second stage of Prony’s method for embedded applications is not favourable 
in terms of the number of mathematical operations.  
 

 

 

Fig. 1. The gain characteristics and positions of zeros of an FIR filter with coefficients Crow1 calculated  

for a sinusoidal signal f = 50 Hz, α = 0 with T = 1 ms. 

 
The key to reducing the computational complexity of this stage lies in the observation that 

the term (VTV)−1VT in the relation (17) is a certain constant for the frequencies and coefficients 
of damping with a p x p matrix (C ). The last step in calculation of the relation (17) is therefore 
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the product of the matrix C and the vector of analysed signal x. For p = 2, this operation can be 

replaced by two operations of vector multiplication: 

                                                          xCh
row11

= and

 

xCh
row22

= ,                                                         (20) 

whereby, the solution h1 = conj(h2) is obtained in the same way as z1 = conj(z2). Therefore, it is 
enough to determine the parameters of a single element of vector h. Note that the operations 

from (20) are filter operations with FIR type filters with coefficients: Crow1 for h1 of signal x 
and Crow2 for h2 of signal x. However, the complex calculation of single FIR filter coefficients 
is still required, as described above. Further observations can be made by observing the 

performance characteristics of FIR filter with coefficients Crow1 – Fig. 1. 

It turns out that for the original Prony’s method with p = 2, if α = 0, we can write equality 

roots(Crow1) = z1 and roots(Crow2) = z2, but for α ≠ 0 angle(roots(Crow1)) = angle(z1) and 

angle(roots(Crow2)) = angle(z2). Based on these observations, regarding the assumptions of the 
model order, the second stage of Prony’s method can be simplified. This simplification will 
enable to determine the initial stages of the components. 

In the first stage, on the basis of a previously determined single zero position z1 we determine 

the coefficients of a certain polynomial Ψ(z) of first degree; let: 

                                                                 ( )
01

BzBz +=Ψ .                                                               (21) 

Having the root z1 of this polynomial, based on the relation describing the zero of the 

equation of the straight line: 

                                                                     
1

0

1

B

B
z

−

=                                                                      (22) 

we can write down: 

                                                                   ( )
111
zBzBz −=Ψ .                                                              (23) 

In the next step, we can create a vector with the coefficients of the searched FIR filter: 

                                                                 
]['

1111
BzBC

row
−= .                                                          (24)

 
However, the parameter B1 is still unknown. Exact knowledge of this parameter would 

enable estimation of the amplitude and phase of the desired components. It turns out, however, 
that to obtain the correct estimation of only the initial phase, it is enough to accept the value 

from the example shown, i.e.: 0−3.236 for B1 or another value with a zero real part and a 
negative imaginary part. For further transformations for simplicity, it was assumed that B1 = – i. 

In this way, substituting B1 = – i in the formula (24) and next in the formula (20), and 
substituting x1 = a and x2 = b after transformations, it can be written down as a simple relation 

to the real and imaginary parts of the parameter h1: 

                                                                azh ⋅−= }Im{}Re{
11

,

                                                     

(25) 

                                                               bazh −⋅= }Re{}Im{
11

.

                                                     

(26) 

By substituting the determined parameter in (19), a valid initial phase of a single component 

can be determined. The number of operations required for this purpose is small and is based on 
real data types. However, another solution should be used to determine the correct amplitude 
of Prony’s model. The easiest way is to use the relation: 

                                                             )π2cos(
11

ϕ+⋅= ftampx .

                                                           

(27) 

If we make calculations for time t1 = 0, with the substitution x1 = a we will obtain: 

                                                                
)cos(ϕ

a
amp= .

                                                                    

(28) 
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Ultimately, the calculation of the initial stage and the amplitude of Prony’s model can be 

reduced to just a few lines of code in C or Matlab: 

 reh1=-imz1*a; 

 imh1=rez1*a-b; 

 absh1=sqrt(reh1*reh1+imh1*imh1); 

 FI=asin(imh1/absh1); 

 AMP=a/cos(FI). 

The second stage of Prony’s method requires a total of 4 multiplications, 2 additions, 2 
divisions, and 1 root extraction operation, 1 arcsin and 1 cosine operation. All operations are 
performed on real data types.  

 

3. Implementation of method in embedded device 

 

The C-code method described in Section 2 was implemented in embedded devices with 
microprocessors of different architectures. These were the following microprocessors:  

1) NUC140VE3CN in module Nuvoton Nu-LB-NUC140 [22]; 

2) LM4F120H5QR in module Stellaris LM4F120 LaunchPad Evaluation Kit [23]; 

3) TMS320C28027 in module C2000 Piccolo LaunchPad LAUNCHXL-F28027 [24]; 

4) MSP430G2553 in module MSP-EXP430G2 TI LaunchPad [25]. 
The execution times of the method were analysed for selected hardware platforms. 

The results are shown in Table 1. All calculations, except for the selected case, were made for 
64-bit double numbers. 
 

Table 1. Comparison of computation times for different processor systems. 
 

Processor clock [MHz] computation time [µs] 

LM4F120H5QR 80 215.1 

TMS320C28027 60 275.4 

NUC140VE3CN 50 337.1 

MSP430G2553 (32bit) 16 1161.1 

MSP430G2553 (64bit) 16 3733.0 

 

The execution times of individual instruction groups were also analysed in relation to the 
execution time of the entire algorithm. The analysis was performed for the Nuvoton Nu-LB-
NUC140 platform and the results are presented in Table 2.  

 
Table 2. A summary of the numbers of operations and their execution times by the original Prony’s method 

with p = 2, for Nuvoton Nu-LB-NUC140, with fCLK = 50 MHz. 

 

 

operation 

number of 
operations 
I stage 

number of 
operations 
II stage 

operations in 
total 
 

execution time 
1 instruction 

[µs] 

execution time 
instructions 

[µs] 
instruction 
percentage 

* 24 4 28 4.2 117.6 35% 

+ 12 2 14 2.3 32.2 10% 

/ 5 2 7 7.7 53.9 16% 

 
2 1 3 11.7 35.1 10% 

arcsin 1 1 2 25.0 50.0 15% 

cos 0 1 1 25.0 25.0 7% 

ln 1 0 1 23.3 23.3 7% 

total: 45 11 56  337.1 100% 
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4. Conclusions 

 

A modification of Prony’s method presented in the paper enables simple implementation 
of the original Prony’s second-order method in embedded devices with a low computing power. 

The optimization of the algorithm enabled to use short algorithms in a wide range 
of measurement devices that perform measurement of a single sine component of an analysed 

signal and in security devices that have a short response time to specific events. Because the 
order of the model is limited in the algorithm to one real component for practical applications 
in which the analysed signal contains different distortions, the best results of the method can be 

achieved using an additional bandpass filter  in the algorithm prior to the analysis by Prony’s 
method [26]. The basic parameters of the bandpass filter, such as bandwidth, waving, and 

stopband damping should be chosen in accordance with a specific implementation. Examples 
of implementation of the method for specific measurement applications along with the selection 
of a bandpass filter will be the subject of further publications. 
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Abstract 

The paper reports on a long-wave infrared (cut-off wavelength ~ 9 µm) HgCdTe detector operating under unbiased 
condition and room temperature (300 K) for both short response time and high detectivity operation. The optimal 

structure in terms of the response time and detectivity versus device architecture was shown. The response time 

of the long-wave (active layer Cd composition, xCd = 0.19) HgCdTe detector for 300 K was calculated at a level 

of τs ~ 1 ns for zero bias condition, while the detectivity − at a level of D* ~ 109 cmHz1/2/W assuming immersion. 

It was presented that parameters of the active layer and P+ barrier layer play a critical role in order to reach τs ≤ 1 

ns. An extra series resistance related to the processing (RS+ in a range 5−10 Ω) increased the response time more 

than two times (τs ~ 2.3 ns).  

Keywords: response time, unbiased condition, HgCdTe, LWIR, higher operating temperature. 
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1. Introduction 
 

The room operating temperature condition of long-wave (8−12 µm, LWIR) detectors is the 

key research area in the infrared technology covering many applications [1]. Those new 
applications directly contribute to stringent (especially for zero bias and room temperature 
T ~ 300 K) operating conditions – a short response time (< 1 ns) and a high detectivity 

corresponding to the background limited photodetector − BLIP (> 109 cmHz1/2/W) [2]. The 
requirement of the zero bias structures is mostly related to the fact that biased structures 

operating under non-equilibrium conditions exhibit an increase of 1/f noise, while the lack 
of cooling reduces the cost of the devices [3]. According to the experimental results presented 

in our previous papers, the LWIR HgCdTe N+πP+n+ (π  stands for a low  doped  p-type active 

layer) photodetectors   operating under non-equilibrium conditions and room temperature reach 
a  response time in a several nanosecond range and an optimized detectivity (p type absorber’s 

doping < 1016 cm−3) − D* ~ 1010 cmHz1/2/W (assuming that the detector is immersed) [4−8].  
For unbiased structures a fast loss in a signal due to a high rate of recombination in the 

absorber region and a very short passage time of carriers through the depletion area play the 
decisive role in ultra-fast response operation. To fabricate a detector exhibiting both short 
response time and high detectivity operating under zero bias conditions, multilayer hetero-

structures must be implemented. In terms of a short response time, the p-type absorber is more 
useful due to high carrier ambipolar mobility. Additionally, in terms of reaching a high 

detectivity, in the fundamental approach, the p-type HgCdTe active regions exhibit the best 
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compromise between the requirement of high quantum efficiency and a low thermal generation-

recombination (GR) rate [9]. The mentioned complex multi-layer structures should consist 
of proper doping and composition gradient layers. Our main contribution to the field in 

comparison with the well-known three-layer N+pP+ structure invented and introduced by Elliot 
et al. for non-equilibrium conditions is intentional doping and composition gradient layers at 

heterojunctions (interfaces) [10−17]. 
The paper deals with the theoretical simulation of a photodetector for fast response 

conditions (< 1 ns) based on epitaxial HgCdTe multi-layer graded gap architecture. The detector 

structure was simulated with APSYS software by Crosslight Inc. [18]. A time response of the 
LWIR HgCdTe detector with the active layer composition xCd = 0.19 at T = 300 K was estimated 

at a level of τs ~ 1 ns for a series resistance RS = 0.77 Ω (an extra series resistance RS+ = 0 Ω). 

It was shown that the extra series resistance, related to the processing (RS+ in the range 5−10 Ω) 

increased the response time more than two times (τs ~ 2.3 ns) for zero bias condition. 
 

2. Architecture for unbiased condition 
 
A graph of the simulated multilayer N+pP+n+ structure for unbiased condition and operating 

in room temperature exhibiting both short response time and high detectivity is presented in 
Fig. 1, where detailed input parameter values of included gradient layers (interface layers) with 

proper doping and composition gradients are shown. Other parameters taken in modelling 
of LWIR detector are presented in Table 1. As mentioned above, the highly doped p-type active 

layer will be preferable to meet the requirement of a short time response. Both N+ and P+ wide 

bandgap barrier layers should be highly doped (ND, NA > 1017 cm−3) to minimize the diffusion 
length for carriers generated in regions close to the electric contacts and device resistance. 

Additionally, a highly doped n+ (ND > 1017 cm−3) layer provides a low resistance contact to 

metallization. In addition, the N+ contact/barrier layer plays also the role of a radiation window 
and should be chosen in relation to absorber in terms of xCd to determine an appropriate cut-on 

wavelength of the photodetector.  
 

 
 

Fig. 1. The simulated HgCdTe multilayer N+pP+n+ structure. Layers’ ND, NA doping in cm−3. 

 
Optimization regarding a short response time and high detectivity is difficult due to the fact 

that both parameters rule out one another. Since the detector operates under zero bias, it was 
assumed that detectivity was limited by thermal Johnson-Nyquist noise. In addition, the 
structure could be optimized in terms of a short response time without a significant reduction 

in detectivity by assuming the immersion effect increasing detectivity by ~ n2, where n stands 
for the GaAs substrate refractive index, according to the relation: 

730



 

Metrol. Meas. Syst., Vol. 24 (2017), No. 4, pp. 729–738. 

 

 
 

�
∗
�

����

�����/��	

�.�

, (1) 

where: Ri, kB, Ro, A stand for current responsivity, the Boltzmann constant, a resistance at zero 
bias and the detector’s electrical area, respectively. In terms of a response time the photocurrent 

dependence on time was used, where time for a 1/e drop from the photocurrent’s maximum 
value was assessed. 

The dependence of the response time and detectivity on the complex multilayer architecture, 
i.e. xCd composition, d thickness, NA, ND doping of a single layer and doping gradients, was 

simulated. In addition, the dependencies of the structure resistance and capacitance on the 
structural parameters were presented. The numerical simulation of the HgCdTe multilayer 
hetero-structure was performed by APSYS platform (Crosslight Inc.). The numerical model 

implemented in APSYS platform incorporates HgCdTe GR mechanisms. The absorption’s 

coefficient (α),  temperature, doping and composition dependence were assumed (for T = 300 K 

and active layer composition, xCd = 0.19, α = 137923 m−1). All equations describing GR models 
and parameters as intrinsic concentration, bandgap energy, carrier mobility, dielectric constants 
used in simulations were taken after the monograph by Capper and the APSYS manual [18−20]. 

The model given by Li et al. used in response time calculation and simulation was performed 

for λ = 8 µm [21]. 
 

Table 1. The parameters taken in modelling of LWIR detector. 
 

Parameter Symbol Value 

ND, NA − doping gauss tail dx [µm] 0.02 

trap density NT [cm−3] 1014 

trap energy level ET 
1/3 Eg (with respect 

to Ec) 

capture coefficients SRH recombination centers cn, cp [cm3 s–1] 1.5 × 10–7, 3 × 10–9 

detector’s electrical area A [µm2] 100 × 100 

overlap integrals for Bloch functions F1F2 0.3 

incident power density P [W m–2] 500 

 

 
  a)                                                                                       b) 

          

Fig. 2. The energy band profile (a) and the electric field (b) at HgCdTe multilayer N+pP+n+ structure calculated    

for T = 300 K; N+ contact xCd = 0.35, ND = 5×1017 cm−3; p-type absorber xCd = 0.19, NA = 1017 cm−3;  

P+ barrier xCd = 0.25−0.45, NA = 1017 cm−3; n+ contact xCd = 0.19, ND = 1017 cm−3.  

 

The energy band profile calculated for the p type active layer NA = 1017 cm−3 (NA > 3ni ~ 3.6 

× 1016 cm−3) and T = 300 K is presented in Fig. 2a. Composition and doping gradients at the 
interface between the N+ contact and p-type doped active layers were chosen in order not 
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to generate discontinuities in the energy band profile among main constituent heterojunctions 

of the N+pP+n+ structure. The electric field drops mostly on that interface (E ~ 15 × 103 V/cm), 
which is shown in Fig. 2b. In addition, the electric field dependence on P+ barrier composition 

(xCd = 0.25−0.45) is also shown pointing out that the P+ layer xCd marginally contributes to the 
electric field drop along the structure. It is clearly visible that for zero bias condition the electric 

field does not drop on the active layer, meaning that the response time is fundamentally limited 
by diffusion of the photo-generated carriers.  

Both absorber’s doping NA and absorber’s thickness d have a significant impact on the 

response time. The absorber’s doping influence on the response time is presented in Fig. 3a. 

The absorber thickness d = 1 µm and no extra series resistance (RS+ = 0 Ω) were assumed in 
simulations. The response time decreases from ~ 1.8 ns to ~ 1 ns for the absorber’s doping 

NA = 5 × 1015−1017 cm−3. To compare those results with the diffusion time we assume that an 

electron to hole mobility ratio ~ 100 (for xCd = 0.19, NA = 5 × 1015 cm−3 an ambipolar diffusion 

coefficient and ambipolar diffusion length are Da = 5.6 × 10−4 m2/s and La = 2.16 µm, 

respectively, while for NA = 1017 cm−3 − they are Da = 2.73 × 10−3 m2/s, La = 4.08 µm, for 

T = 300 K). The diffusion time is given by − ����� �

��

�.���

 for d << La and changes from 0.74 ns 

to 0.15 ns for NA = 5 × 1015−1017 cm−3. That confirms that highly doped p-type material 
significantly reduces the diffusion time. Another factor contributing to the response time is the 

RC constant τRC. The structure capacitance C and series resistance RS, presented in Fig. 3b, 

were assessed at levels of ~ 0.18 nF and 0.77 Ω,  resulting in extra τRC ~ 0.14 ns for 

NA = 1017 cm−3 and τRC ~ 0.19 ns for NA = 5 × 1015 cm−3, respectively. The diffusion time τdiff 

and time constant τRC are shown in Fig. 3a and in the whole absorber’s doping range they have 
smaller values than the response time. 

 

 
    a)                                                                                   b) 

      

Fig. 3. Response time, diffusion time and RC constant calculated for T = 300 K versus absorber’s doping  

NA = 5×1015−1017 cm−3 (a). Structure capacitance and resistance versus absorber’s doping (b). 

 
 

The diffusion time depends on the distance range between the generation and depletion 

areas, meaning that the response time will be suppressed with a reduction of active layer 

thickness. Assuming the absorber’s thickness d = 1−5µm, active layer doping NA = 1017 cm−3 

and no extra resistance contribution (RS+ = 0 Ω),  the response time  stays within a range 

τs ~ 1−3.08 ns but the diffusion time reaches τdiff = 0.15−2.35 ns, as it is shown in Fig. 4a. The 

RC constant calculated for the data presented in Fig. 4 (b) reaches τRC ~ 0.14−0.24 ns for 

d = 1−5 µm, respectively. 
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  a)                                                                                b) 

    

Fig. 4. Response time, diffusion time and RC constant calculated for T = 300 K versus absorber’s thickness 

d = 1−5 µm for absorber’s doping NA = 1017 cm−3 (a). Capacitance and resistance versus absorber d (b).  

 
The dependencies of responsivity and detectivity on absorber’s doping and absorber’s 

thickness are presented in Fig. 5. The maximum detectivity was found at the level of ~ 2.5×109 

cmHz1/2/W for the absorber doping NA = 1017 cm−3 (that nearly corresponds to NA ~ 3ni being 

an optimal value where Auger thermal generation reaches its minimal value) for d = 1 µm and 

for T = 300 K, what is shown in Fig. 5a. The maximum detectivity increases with absorber’s 

thickness and reaches its maximum value for absorber’s thickness d ~ 3.5 µm, what is presented 
in Fig. 5b. The response time at a level of 1 ns can be obtained for the optimum absorber’s 

thickness d = 1 µm and absorber’s doping NA = 1017 cm−3 with detectivity greater than ~ 2.5 × 
109 cmHz1/2/W.  

 

 
      a)                                                                                 b) 

    

Fig. 5. Responsivity and detectivity versus absorber’s doping for absorber’s thickness d = 1 µm (a).  

Responsivity and detectivity versus absorber’s thickness, absorber’s doping NA = 1017 cm−3 (b).  

 

In the whole simulation of the absorber’s contribution, the response time was higher than the 
diffusion time and RC constant (see Figs. 3a and 4a). In order to clarify these differences 
an impact of other constituent layers of the heterojunction on the photodetector’s response time 

was analysed. The dependence of the response time and detectivity on the N+ contact layer 

thickness within a range d = 2−20 µm was calculated. The N+ contact thickness marginally 

contributes to the response time. For d > 9 µm the response time saturates reaching 0.98 ns, 
what is shown in Fig. 6a. The shorter N+ contact layer the slightly higher response is reached 

(τs ~ 1.34 ns was assessed for d = 2 µm). Within a range d = 1.5−9 µm of the N+ layer thickness, 
the response time could be increased by 350 ps, what is shown in Fig. 6a. D* also stays constant 
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within the analysed N+ contact layer thickness reaching ~ 2.5 × 109 cmHz1/2/W, what is 

presented in Fig. 6b. 

 
        a)                                                                            b) 

       
 

Fig. 6. Response time calculated for T = 300 K versus N+ thickness contact layer d = 2−20 µm,  

absorber’s doping NA = 1017 cm−3 (a). Responsivity and detectivity versus N+ thickness contact layer,  

absorber’s thickness d = 1 µm, absorber’s doping NA = 1017 cm−3 (b). 

 

The N+ contact layer must be transparent for IR and must be chosen properly in relation to 

the active layer regarding its composition and thickness (resistance − mesa structure). Doping 

must be high ND > 1017 cm−3 to make the metallization to that layer. The higher composition 

the slightly higher response time is reached, however xCd marginally contributes to τs , meaning 

that lowering xCd to a level slightly higher than the active layer enables to decrease τs by 

~ 220 ps for the N+ contact layer doping ND = 5 × 1017 cm−3 , what is presented in Fig. 7a. The 
N+ layer xCd has also a marginal influence on detectivity reaching ~ 2.5 × 109 cmHz1/2/W, what 

is shown in Fig. 7b.  

 
   a)                                                                                  b) 

     

Fig. 7. Response time calculated for T = 300 K versus N+ contact layer composition xCd = 0.25−0.4,  

absorber’s doping NA = 1017 cm−3 (a). Responsivity and detectivity versus N+ contact layer xCd composition, 

absorber’s doping NA = 1017 cm−3 (b).  

 

The contribution of the P+ barrier composition within a range xCd = 0.2−0.45 to τs and D* 
was simulated. The P+ barrier composition should be at a level of xCd < 0.35 to reach an ultra-

short response time τs < 1 ns for an extra series resistance RS+ = 0 Ω, what is presented in 
Fig. 8a. P+ xCd has a significant influence on detectivity, what is shown in Fig. 8b. For P+ 

xCd < 0.4 the detectivity D* decreases rapidly for analysed conditions, its maximum value being 
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D*~ 3.3 × 109 cmHz1/2/W for xCd = 0.45, whereas for the xCd comparable to the active layer D* 

reaches ~ 1.25 × 109 cmHz1/2/W assuming RS+ = 0 Ω.  
 
 
         a)                                                                             b)      

        

Fig. 8. Response time calculated for T = 300 K versus P+ barrier layer composition xCd =0.3−0.45,  

absorber’s doping NA = 1017 cm−3 (a). Responsivity and detectivity versus P+ barrier layer xCd composition, 

absorber’s doping NA = 1017 cm−3 (b). 

 

The influence of the P+ barrier layer doping within a range NA ~ 5 × 1015−5 × 1017 cm−3 on 

τs and D* is presented in Figs. 9a and 9b. The shortest response time τs ~ 0.7 ns was reached for 

NA ~ 5 × 1017 cm-3 doping being higher than doping of the absorber layer (NA = 1017 cm−3). 
The P+ barrier doping highly influences both responsivity and detectivity characteristics. Once 

the P+ barrier doping increases within a range ND = 5 × 1015 – 5 × 1017 cm−3, the detectivity 
changes from ~ 7.6 × 108 to ~3.3 × 109 cmHz1/2/W. The optimal value of P+ barrier layer doping 

should be greater than NA = 1017 cm−3. 

 
    a)                                                                                 b) 

      

Fig. 9. Response time calculated for T = 300 K versus P+ barrier layer doping NA = 5×1015−5×1017 cm−3, 

absorber’s doping NA = 1017 cm−3 (a). Responsivity and detectivity versus P+ barrier layer doping,  

absorber’s doping NA = 1017 cm−3 (b).  

 

The influence of the P+ barrier layer thickness within a range d = 0.5−3 µm on τs and D∗ was 

simulated. Increasing the P+ barrier width causes a very small increase in the response time and 
has also a small effect on both response time and detectivity, what is shown in Figs. 10a and 

10b. The response time changes from to ~ 1 to ~ 1.1 ns for d = 0.5−3 µm. The response time 

τs ≤ 1 ns could be reached for the P+ barrier thickness d < 1 µm, for the absorber’s doping 

NA = 1017 cm−3 assuming no extra RS+. D* stays constant within the analysed P+ barrier layer 
range reaching ~ 2.5 × 109 cmHz1/2/W.  
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   a)                                                                                   b) 

    

Fig. 10. Response time calculated for T = 300 K versus P+ barrier thickness d = 0.5−3 µm,  

absorber’s doping NA = 1017 cm−3 (a). Responsivity and detectivity versus P+ barrier thickness d,  

absorber’s doping NA = 1017 cm−3 (b).  

 
 

The influence of the thickness of n-type interface layer d = 0.4−2 µm between N+ contact 

and absorber on both τs and D* is presented in Figs. 11a and 11b. The n-type interface thickness 

d has almost any contribution to the response time. For 0.4 < d < 2 µm the response time 
increases only by ~ 130 ps, whereas D* reaches ~ 2.5×109 cmHz1/2/W in the analysed n-type 
interface thickness range.  

 
 
   a)                                                                                    b) 

      

Fig. 11. Response time calculated for T = 300 K versus n type interface thickness d = 0.4−2 µm,  

absorber’s doping NA = 1017 cm−3 (a). Responsivity and detectivity versus n type interface thickness d,  

absorber’s doping NA = 1017 cm−3 (b).  

 
 

The extra series resistance related to the processing, RS+ , plays a decisive role in increasing 

the response time. The absorber thickness d = 1 µm and extra series resistance from within a 

range RS+ = 0−10 Ω were assumed in simulations. The influence of the absorber’s doping on 

the response time is presented in Fig. 12. The extra RS+= 10 Ω increases the response time more 

than two times, i.e. for the absorber’s NA = 1017 cm−3 the response time changes within a range 

τs ~ 2.3−1 ns.  
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Fig. 12. Response time calculated for T = 300 K versus absorber’s doping NA = 5×1015−1017 cm−3,  

extra RS+ = 0−10 Ω. Absorber’s thickness d = 1 µm. 

 

3. Conclusion 

 

A structure operating in room temperature enabling to reach the response time τs < 1 ns and 
detectivity D* > 2 × 109 cmHz1/2/W was presented. The greatest impact on the response time is 

that of physical parameters of the active layer and P+ barrier layer. Other layers have a marginal 
influence on both response time and detectivity. An optimal LWIR absorber xCd = 0.19 should 

meet following requirements: NA > 1017 and d ≤ 1 µm. N+ contact layer thickness d ≥ 10 µm 

and xCd < 0.35. P+ barrier layer xCd ≤ 0.35, doping NA ≥ 1017cm−3 and thickness d ≤ 2 µm. 

Assuming an extra series resistance RS+ = 10 Ω the response time increases to 2.3 ns.  
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Abstract 

The paper deals with evaluation of a 3D scanning method elaborated by the authors, by applying it to the analysis of the 

wear of forging tools. The 3D scanning method in the first place consists in the application of scanning to the analysis 

of changes in geometry of a forging tool by way of comparing the images of a worn tool with a CAD model or an image 

of a new tool. The method was evaluated in the context of the important measurement problems resulting from the extreme 

conditions present during the industrial hot forging processes. The method was used to evaluate wear of tools with an 

increasing wear degree, which made it possible to determine the wear characteristics in a function of the number of produced 

forgings. The following stage was the use it for a direct control of the quality and geometry changes of forging tools (without 

their disassembly) by way of a direct measurement of the geometry of periodically collected forgings (indirect method 

based on forgings).  The final part of the study points to the advantages and disadvantages of the elaborated method as well 

as the potential directions of its further development. 

Keywords: 3D scanning, measurements and volumetric analysis of tools wear, improve a durability of forging 

tools. 
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1. Introduction 

 
The basis for the development of industry is the continuous improvement of products and 

their quality with simultaneous reduction of the production costs, which is indirectly associated 
with reducing the measurement time during very complicated measurement procedures. In the 

industrial coordinate metrology, new trends are observed, connected with the use of non-contact 
measurement techniques. It is possible owing to the continuous improvement of measurement 
techniques and introduction of new devices and measurement methods, such as fast scanning 

methods combined with CAD/CAM/FEM [9, 14, 18, 22, 27, 28]. It creates the necessity 
of applying numerical 3D models to the determination of nominal values during measurements. 

It is connected with the modern dimensional ISO GPS approach as well as with the integration 
of software for measurement appliances with numerical CAD models [15, 26, 28]. Additionally, 

due to the simplicity of their application and improvement of their measurement accuracy, 
mobile devices are objects of increasing interest of the industry. In reply to the market demand, 
one can observe continuous improving the measurement accuracy of industrial optical scanners 

as well as linear laser scanners, which, together with their mobility, significantly increases their 
competitiveness compared with the classic CMMs (Coordinate Measuring Machines) [2, 4, 12, 

18, 32−35]. This is connected with the more and more frequent use of blue light sources instead 

of red light ones, which largely affects the measurement accuracy and − in the case of optical 
scanners - makes it possible to partly eliminate the necessity of detail matting. The more and 
more commonly used mobile devices include different types of optical scanners and measuring 

arms equipped with linear laser scanners with dedicated specialized software which, owing 
to their mobility and versatility, are an alternative for the coordinate measurement machines 
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in applications requiring lower accuracy [23]. For example, the accuracy of a mobile measuring 

arm was discussed in [29], whose authors performed tests consisting in evaluation of a 
representation of the nominal shape by means of an arm and a coordinate machine. The 3D 

scanning technique, also with the use of scanners, is mainly applied to the control of final 
quality of a product [30]. These measurements are usually based on evaluation of the form 

deviations of a selected contour and surface [16]. In many works much space is devoted to the 
use of CMMs and scanning methods to volumetric wear assessment of retrieved prostheses or 
bones [2, 3, 17, 19, 20, 25]. The available literature more and more often provides information 

on the application of this type of methods to the measurement, control and evaluation of the 
state of shaping tools. An example of such application of the 3D scanning method is the use 

of an optical scanner for determination of the form deviations of a selected surface and next, 
based on the obtained data, determination of the geometrical specification for the process 
of rebuilding [1, 24]. Another application of the 3D scanning methods with the use of scanners 

is the analysis of the form deviations of a selected surface to evaluate the wear of forging tools 
which are nitride covered or coated with hybrid layers. These analyses consist in comparison 

of the image obtained from scanning of a new forging tool before operation − with a reference 

CAD model and − next – with the image of the same tool after the forging, by way 
of determining the form deviations of the analysed surface [6, 7]. 

So far, it has been possible to find in the literature data concerning the use of 3D scanning 
methods only for analysis of the geometrical changes of a product (forgings) and possibly for 
the control of new tools, rather than for evaluation of states of the tools producing a given 

product or other applications of this type [13, 21]. This interest induces an analysis of scanning 
techniques regarding the possibility of their use and development in the forging industry, e.g. 

for analysis of the geometrical changes of tools during the forging process as well as for 
continuous evaluation of a forging tool based on periodically collected and scanned forgings, 

and more and more advanced analyses and applications. 
The aim of the study is the elaboration and development of a non-contact measurement 

method – 3D scanning – for the analysis and evaluation of the wear of forging tools with the 

use of a measuring arm integrated with a linear laser scanner. 
 

2. Measuring method and test bench description  
 

In order to apply a non-contact method of scanning tools and forgings during the forging 
process,  a ROMER Absolute ARM 7520si measuring arm was selected, together with an RS3 
scanner (Fig. 1) and Polyworks software enabling to perform scanning in the Real-Time Quality 

Meshing technology.  
 

 

Fig. 1. A Romer Absolute 7520si measuring arm. 
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The selected arm makes it possible to perform contact measurements with the use of a 

contact measuring probe as well as non-contact measurements with the use of a linear laser 
scanner RS3 integrated with the arm.  

The arm with the integrated scanner RS3 and the Real-Time Quality Meshing technology 

makes it possible to collect up to 460 000 points/s for 4600 points on the line with a linear 
frequency of 100 Hz, with a scanning system accuracy SI 0.058 mm in relation to B89.4.2. 

In order to perform the measurements, for the purposes of the elaborated measurement 
technology, laboratory test benches were constructed in a measuring laboratory, presented in 
Fig. 2.  

 

 
Fig. 2. The test bench for measurements with the use of a ROMER Absolute Arm 7520si  

measuring arm and an integrated laser scanner RS3, of: a die (a); a forging (b). 

 

The test in relation to B89.4.2. consists in measuring a mat grey sphere by means of 5 
different arm deviations. In each arm deviation, the sphere is scanned from 5 different 

directions, so that most of the sphere surface can be scanned. The result is the maximal 3D 
distance between the centre and the centres of 5 spheres. An error value obtained in this way is 

difficult to interpret in our measurement task.   
Therefore, it was decided to perform additional accuracy tests that indicated the need to 

implement a software package − REAL-TIME QUALITY MESHING. This enables to 
eliminate defects of the linear scanner that are a result of the speed of movement and the position 

of the measuring head on the measurement accuracy. In the case when the scanning procedure 
is executed too fast or incorrectly, the model in the program shows unfilled “holes” or special 

coloured markers controlling the quality parameters of the scan. Such an approach to scanning 
with the use of a linear scanner, together with the application of the REAL-TIME QUALITY 
MESHING function, makes it possible to obtain a scan image with similar selected quality 

parameters.  
The measurements with the use of non-contact measurement techniques, also with the 

application of the measuring arm with an integrated laser scanner, in the case of forging 
applications, are usually used for two types of objects: forgings and ready forged products, as 

well as forging tools and instrumentation. In the case of mobile measuring devices (measuring 
arms and scanners), much more popular are the measurements of forging instrumentation, 
owing to their mobility and capability of measuring large sized, heavy dies, often directly on 

the production line.  
 

 

3. Description of technology   

 

Based on numerous studies and the authors’ experience, the development and evaluation of a 
3D scanning method (with the use of non-contact techniques) for forging applications were 

presented, referring mainly to the measurements of the wear progress of forging tools. Fig. 3 
shows a block diagram of the proposed method. 
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Fig. 3. A block diagram of evaluation of the method of forging tool wear analysis. 

 

The proposed technology of evaluating tool wear based on the diagram presented in Fig. 3 
is accomplished in the following stages: 

3.1 Standard analysis. Performing a simple analysis of the material loss at the end of a tool’s 
work in order to determine the general (typical) wear of its working surfaces. 
3.1.1 Selection of reference surfaces for data equalization by the best-fit method. 

3.1.2 Comparison of tools’ images after operation (forging) with either the image of a new 
(unworn) tool or a CAD model (in the case of difficulty in scanning a new tool, e.g. 

due to deep working patterns). 
3.2 Advanced scanning analyses, e.g. of the tool wear progress during forging. Determination 

of the Lorenz curve. 

3.3 Elaboration of a 3D reverse scanning method. Analysis of tool wear (material loss) based 
on periodically collected forgings and measurement of the changes in their surfaces 

(material growth)  
3.3.1 Selection of a surface of minor wear from the forging pattern to compare the 

measurement data during the measurement of the forgings.  

3.3.2 Determination of the Lorenz curve based on the 3D reverse scanning method. 
3.3.3 Comparison of the wear curves determined based on the scanned tools and the 3D 

reverse scanning method.   
3.4  Expanded 3D reverse scanning method. Division of the tool into selected areas, according 

to the occurrence of different degradation mechanisms in these areas.  
3.4.1 Limitations of the method (temperature, scale, different closings) 

3.5 Directions of future development of the elaborated 3D reverse scanning method. 
 
 

3.1. Standard analysis  

 

The most commonly applied method of analysis by way of scanning is the standard analysis 
of the material at the end of the tool’s work in order to determine the image of degradation 
of the working tool surface, typical for a given type of insert. The die insert wear is analysed 

using the data obtained from the measurements made by way of scanning the die before and 
after the operation, on the test bench shown in Fig. 2a. The data are compared by the GOM 

software with the function of best-fit data equalization. 
The result of the analysis performed with the GOM software is a coloured map of deviations 

distributed on the scan surface, showing the value of the form deviation from the nominal 

dimension, that is the scan of the die before the forging process. The measurement results are 
presented in Fig. 4. Sometimes, in order to perform a simple and fast process analysis, 

Method for the analysis of forging tool wear using non-contact 

measurements by way of 3D scanning in forging applications
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especially for axis-symmetrical tools, visualization of wear is applied on a selected tool section, 

with an additionally introduced scale of magnitude of the form deviation, e.g. 10 times (Fig. 4b). 
 
                           a)                                                    b) 

 
Fig. 4. An example of analysis results: a map of deviations for a die insert (a); 

 scanning results for a selected longitudinal die section (b). 

 
Figure 4 shows a symmetrical ring-shaped wear of the insert in its central part. In this area, 

radial grooves are visible on the deep ring; the maximal value of wear of this surface equals 
3.17 mm. In turn, in the insert bridge area, asymmetrical ring-shaped wear can be seen, with 
the maximal value of 2.23 mm. No geometrical loss in the other areas is visible in the scan 

image. 
 

3.1.1. Selection of reference surface for data comparison by best-fit method 
 

A very important aspect is the selection of reference surfaces for data equalization by the 

best-fit method, in order to minimize errors during the analysis (Fig. 5). It is a crucial aspect in 
light of the applied mathematical algorithm and the analysis of details concerning the form 
deviation of a determined surface, often even at a level of a few millimetres, similarly to the 

case of tools used for preliminary forging operations. The authors’ experience, confirmed by 
the studies, points to the surfaces not participating in the forging process as the ones most often 

selected for a reference. It should be noted that such an ideal solution is possible only in selected 
applications.  

 
                                          a)                                               b) 

 
Fig. 5. An insert scan before forging (a) after forging (b) elements selected for the best-fit align  

with GOM software from the insert scan before forging (c).  

 

For the tool shown in Fig. 4, such a surface is the area marked in red (Fig. 5c), for which it 
was established that, even with a very big number of forgings, its wear is scant due to their not 

taking part in the forging process. In the case when it is difficult to find or point to such surfaces 
which would be ideal for the equalization process, there are selected those tool surfaces for 

surface to align with 

best-fit method  

c) 
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which the wear in the forging process is scant. Of course, at times, the situation is much more 

complicated, as in the case of a punch-tool used in the second, upper operation of forging a lid 
(Fig. 6). 

 

 
Fig. 6. A functional division of the punch surface with marked surfaces, which change their shape  

during forging (a); new tool (b); worn punch with with enlarged areas of wear (c). 

 
The analysed filler can be divided into a shaping part and a base (Fig. 6). The base of the 

filler is responsible for the basing of the surfaces shaping the forging in respect of the other part 
of the assembled forging tool. The surfaces shaping the forging belonging to the moulding part 

of the filler (flat front, conical front, conical side) change the geometrical shape together with 
the number of produced forgings and are responsible for assuring the geometrical characteristics 

of a final product of the forging process in the second operation. The authors of the study [5] 
performed a thorough analysis of various variants of reference surfaces, which made it possible 

to obtain the highest convergence of wear results based on the analysis of the tool scans. 
 

3.1.2. Comparison of tools after work (forging) with either image of new (unworn) tool  
          or its CAD model  

 

In the case of tools with “flat” and convex working surfaces, such as the ones shown in 

 Figs. 4−6, the wear analysis is performed by way of comparing two scan images obtained for 
a new tool (before work) and a worn tool (after work). In the case when the forging tools, e.g. 
extrusion dies, have deep impressions, it is impossible to measure them before their work. Then, 

a worn tool after its work is cut into two parts, and its scan image is compared with its CAD 
model. An example of such analysis can be a die used in the second operation of a multi-

operation process of forging a constant velocity joint boot (Fig. 7).  

 
                              a)                                b)                                   c) 

 

Fig. 7. Wear analysis of a tool with a deep working cavity – a die used to forge a CVJB:  

a view of the working surfaces of the cut die after work (a); a micro-area with adhesive wear (b);  

a scan image of the working surface (c) [8]. 
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3.2. Advanced wear analysis   
 

The use of a mobile measuring arm equipped with a scanner can be much more advanced, 

e.g. in the evaluation of changes in the working surfaces of a forging tool as well as progress 
of its wear. The authors performed measurements of wear of a selected forging tool after an 

increasing number of produced forgings, by comparing the obtained scan images of many worn 
tools with the scan image of a new tool (Fig. 8). The presented results of superimposing the 
images of the worn tools (after an increasing number of produced forgings) point to a 

progressive wear. In the initial period, for inserts after a small number of forgings, up to 1850 
items, practically no material loss is visible. In turn, from 2500 forgings up, we can observe a 

clear wear in the central part and an increasing wear on the tool bridge. For an insert after 
producing 12500 forgings, the loss at the front equals to over 1.8 mm, and on the bridge – to 
about 1.6 mm. It can be seen that, for most of the tools, the wear at the insert front is clearly 

asymmetrical, while a more uniform wear can be observed on the bridge.  
 

 

          
Fig. 8. Results of tool scanning after different numbers of produced forgings: 550 (a); 1850 (b); 2500 (c); 

4300 (d); 5000 (e); 6900 (f); 9500 (g); 11000 (h); 12500 (i). 

 

 
The analysis presented in Fig. 8 can turn out insufficient, and so, based on the collected scan 

images of a tool that produced an increasing number of forgings, one can elaborate the wear 
characteristic for this tool in a function of the increasing number of forgings, from 0 to 12500 
items. Based on the presented diagram (Fig. 9), resembling the classic (Lorenz) wear curve, one 

can observe interesting relations and differentiate between scopes (periods) of wear. The 
presented analysis refers to the volumetric loss from all the working surfaces of selected tools, 

which can cause certain differences between particular scan images from Fig. 8.  
We can see in the diagram (Fig. 9) that the material loss for a selected tool-die insert, based 

on the scan image analysis, increases very rapidly at the beginning of the forging process to up 

to about 2000 forgings (period I). This is connected with the adjustment of the whole system, 
in which we observe a transformation of the initial state of surface layers of co-acting elements 

of the tool with the forging into the optimal state. However, based on the mathematical analysis 
of the diagram itself, it can be stated that period I extends to up to 5000 forgings. In turn, on the 
basis of our own studies, we established that, from about 2000 forgings up, in most die forging 

processes, almost all types of degradation mechanisms begin to occur (abrasive wear, thermal 
and thermo-mechanical wear, plastic deformation, fatigue cracking). The intensity of these 

mechanisms depends mainly on: pressures, a contact time, temperature, a path of friction, the 
number of forgings, etc., and these directly translate to a given area in the tool [8, 10, 13].  
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Fig. 9. A material loss (volume changes) from dies in a function of the number of forgings.  

 

The performed research showed that, if a working surface is divided into smaller areas, 
characteristic for a given mechanism, the interpretation of particular wear diagrams will be 
identical with the mathematical one. 

After reaching the optimal state, that is for over 3000 items, a so-called state of normal 
operation begins (period II), characterized by an approximately stabilized level of intensity 

of the mentioned degradation phenomena, which, in the analysed case, reaches the number 
of about 9500 items. A change in the volume for this scope of forgings equals from 3000 to 
6200 mm3, whereas, for the number of 9500 items up to the end of the tool’s operation (over 

12000 items), the volume change equals to as much as 4000 mm3. On this basis we can conclude 

that the state of stabilized wear can be assumed to be for 3000−9500 forgings, which we can 
establish as the beginning of wear period III. This state, for the analysed tool, occurs to up to 

the maximal wear, that is to 12000 items, and ends at the moment when the acceptable change 
in the tool shape is exceeded, causing its removal from further production. A similar situation 

takes place for the classic Lorenz curve, which, close to the end of the normal operation period, 
usually transforms into the state of accelerated wear. It should be emphasized that the shape 
of the wear curve can differ in the case of other tools, which has been confirmed by the authors’ 

studies, presented in [11]. 
 
3.3. Elaboration of 3D reverse scanning method 

 
The following stage of the development of methods of tool wear analysis will be the 

construction of wear characteristics without the necessity of intervention into the executed 
forging process.  

In this case, the 3D scanning method was used for an indirect control of the quality and 

geometry changes of forging tools (without the necessity of their disassembly) by way of a direct 
measurement of the geometrical changes of periodically collected forgings. On this basis, precise 

wear characteristics are constructed, whose result is comparable with the curve obtained based 
on the tool scans. The essence of the elaborated technology of die wear evaluation is the use of the 
changes in the forging shape which occur as a result of the die’s wear during the forging process. 

To that end, the authors used the observed similarity (reflections) of the tool’s working surface 
on a selected forging surface, in which the material loss of the tool is equal to the material growth 

on the forging. Fig. 10 shows the surface of a die before and after operation, together with the 
corresponding surfaces of the produced forgings. Fig. 11 shows the measured values of loss on 
the tool and their corresponding material allowances present on the analysed forging. 

The presented idea of reverse scanning uses the reflection of changes in the tool on the selected 
forging surface. 
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       a)                                                                                  b) 

 
Fig. 10. An example of die insert: new – before work, together with the forging from the beginning 

of operation (500 items) (a); worn out – after producing 7 500 forgings, together with the forging from  

the end of the tool’s operation (b). 

 

 

  
 

Fig. 11. A diagram of the proposed method of 3D scanning. Comparison of the scan images  

of a die and the last forging in the form of a shape change of a selected surface.  

 
 

The elaborated method consists in applying a scanner to measure the proceeding wear of a 

selected forging tool (in the form of its material loss) based on the shape changes of periodically 
collected forgings (in the form of material growth of the forging) (Fig. 11).  

 
 

3.3.1. Surface selection for measurement data equalization during measurements of forgings 

 

In order to analyse the wear based on the periodically collected forgings, it is necessary to 

measure successive forgings on the measuring bench shown in Fig. 2b, or directly on the 
production line. 

 The results of analysis of typical material loss at the end of the tool’s operation make it 
possible to determine the surfaces where the wear is scant in the forging’s impression. The 
determination of these surfaces on a die insert makes it possible to point to the surfaces for 

measurement data equalization in order to perform the dimensional analysis of the forgings. 
The effect of proper determination of such a surface was discussed by the authors in the studies 

[5]. Fig. 12 shows selected surfaces where the tool wear is scant. They are necessary for a proper 
comparison of the measurement data in the forgings’ analysis performed in the following stage 

of the elaborated measurement technology. 
 In the case of analysing the wear of the forgings, the scanned data are compared by means 

of the POLYWORKS software, with the use of the best-fit data equalization. In this process, as 

the reference surfaces, surfaces of the 100th forging were selected (Fig. 13a), which are formed 
in the die forging process on surfaces of the die with minor wear. In the considered cases, for 

the forging, it is the geometry shown in Fig. 13b. Fig. 13d shows a result of comparison of the 
scan images of the 12 000th (Fig. 13c) and the 100th forgings (Fig. 13a), using a reference for 

the best-fit equalization shown in Fig. 13b. 
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Fig. 12. An example of analysis results in the form of a map of deviations for a die insert with marked surfaces 

 selected for the basing of forgings on the die (a); on the forging (b). 

 

 

 

 

Fig. 13. A scan image of the 100th forging (a); a reference for best-fit equalization, for periodically collected 

forgings in the form of elements selected from the scan image of the 100th forging (b);  

a scan image of the 12 000th forging (c); a result of comparison of the 12 000th and the 100th forgings (d). 

 
The result of comparison (Fig. 13d) is a coloured map of deviations distributed on the surface 

of the forging’s scan image, showing the deviation value of error of the selected surface from 
the nominal dimension, which was the scan image of the 100th forging.  

The result of measurements in the 3D scanning technology is a cloud of points. Next, on its basis, 

using the program, the polygonal surface was calculated, which consisted of triangle elements, 
reflecting the geometry of the measured object. In order to reconstruct the die wear course, the 

forgings, selected from the total number of 12 500 items for the selected die, underwent scanning 
(every 100 and 1000 items).  

Figure14 shows scan images of the forgings (every 1000 item) obtained for a die. The results are 
presented in the form of shape changes of the selected surface in reference to the scan image of the 
100th forging, which were obtained according to the measurement technology described above.  

The presented results of the die wear analysis in Fig. 14 for an increasing number of forgings 
point to a proceeding wear of the tool, owing to the use of the reflection of tool image on the surfaces 

of successive forgings and their comparison with the ”unworn” 100th forging.  
The wear is located in the central part, in the vicinity of the pusher opening in the front area 

of the forging and, in the initial stage of the forging process, it is irregular. At the end of the 

die’s durability period, one can see radial grooves on the deep ring (Fig. 14). In the scan images, 
wear in the area right in front of the bridge can be noticed (vicinity of the flash), in the form 

of an asymmetrical ring of wear.  
The presented results in the form of a deviation in the shape of periodically collected forgings 

make it possible only to perform a simplified analysis. The latter enables the determination 

of the die areas where the wear occurs, as well as the areas of the maximal material loss. Such 
a reconstruction of the wear course makes it possible to perform an analysis at a time interval 

corresponding with the frequency of collection of forgings.  
 
 
 

a)

a

b)

) 
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Fig. 14 Comparison of scan images of forgings made in a die, in the form of a shape change in a selected surface,  

referred to the 100th forging, after: 1000 (a); 2000 (b); 3000 (c); 4000 (d); 5000 (e); 6000 (f); 7000 (g);  

8000 (h); 9000 (i); 10000 (j); 11000 (k); 12000 items (l).  

 

 
The results of measurement by way of scanning of the last forging were compiled with the results 

of measurement of the die at the end of the forging process (Fig. 15). 
 

 
 

Fig. 15. Compilation of 3D scan results ofthe last forging (a); the die at the end of the forging process (b). 

 
The presented results of the wear analysis calculated based on the analysis of the forging are 

very similar to the results of a typical analysis of the die wear performed at the end of the 
forging process. And so, it can be assumed that with the use of the tool change reflection, during 

the forging process, on the periodically collected forgings, the obtained results are convergent 
and make it possible to perform an analysis of wear.  
 

3.3.2. Determination of Lorenz curve based on 3D reverse scanning 

 
An expansion of the method of forging tool wear analysis based on a forging measurement 

is an analysis which uses the volumetric change occurring during the process of die wear. Such 

an approach enables a global and thorough description of the phenomenon of material loss 
during the forging process by way of measuring the systematically collected samples. 

In order to determine a diagram describing the dependence of the volumetric wear on the 

number of produced forgings during the forging process, it is necessary to calculate the volume 
change in the forging areas selected at an earlier stage, marked with circles in Fig. 16.  

a) 

b) 
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Fig. 16. An example of volume measurements in the areas determined by circles the total volume  

for the area (a); the core volume for the area (b); a schematic diagram of the volume measurement (c).  

 

 
During the measurement, an algorithm is applied, consisting in measuring the volume in the 

areas determined by circles with the use of the POLYWORKS program. The selected software 

makes it possible to fill the volume between two previously equalized surfaces constructed from 
scanned triangles generated by means of the Real-Time Quality Meshing technology during the 

scanning.   
The above assumption made it possible to calculate the volumes (Figs. 16a and b), which, 

when one was subtracted from the other, enabled to determine the desired values of wear in the 
considered ring-shaped areas of the forging (Fig. 16c). 

Based on the volumes determined in the analysis for each periodically collected forging, it is 

possible to construct a diagram showing the material loss (volume changes) of a worn tool. In this 
way, it is possible to determine a tool wear curve (Lorenz curve) based on the forgings. Such an 

approach is a much more practical solution, as it does require neither disruption of the production 
process nor disassembly of a selected tool after a specific number of forgings. 

The reverse scanning method has already been implemented into the industrial forging 
process of lid forging in the wear analysis of a tool shown in Fig. 6. Details on the 
implementation of this method are described in the paper [11]. 

A confirmation of effectiveness of the elaborated method of wear analysis with the use of 
reverse scanning is, of course, a comparison of both wear curves, determined based on the 

results of scanning of the worn tools and the periodically collected forgings. 
 
 

3.3.3. Comparison of Lorenz curve determined based on scanned tools and 3D reverse    

          scanning  

 

Figure 17 shows a comparison of the Lorenz curve determined based on the scanned tools 

after an increasing operation time (Fig. 8), as well as that based on the method of 3D reverse 
scanning by way of measurement of the systematically collected forgings (their scan images 
are shown in Fig. 14).  

The comparison, shown in Fig. 17, of both methods of determining the relations describing 
the tool wear during the forging process (determining their durability), points to a significant 

convergence. The highest divergences can be observed at the very beginning, that is from 0 to 
2500 forgings, as well as in the scope from 4500 to 9500 forgings. Analysis of the curves in the 

Fig. 17 is similar to those shown in Fig. 9. That is, the stabilized state is obtained earlier than it 
would look on the basis of mathematical curve analysis. 

 

 
 

b)   

  
a) 

c) 
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Fig. 17. Comparison of wear curves based on tool (green) and forging (red) scan images in a function  

of the number of forgings.  

 

The differences in the initial scope probably result from the stabilization of the process (the 
whole system), that is from the adjustment of a proper temperature of tool operation and optimal 
conditions of lubrication and cooling (tribological conditions). In turn, the differences in the 

later period can be explained by the studies performed by the authors, which demonstrated that, 

for this process, from about 4000−5000 forgings up, one can observe intensification of the 
destructive mechanisms, which is connected with the detachment of larger particles of the 

nitride layer and the tool material from the most loaded areas.  
Another cause of the small divergences between both curves can be the fact that the forgings 

for the determination of the Lorenz curve were collected (every 1000 items) from one forging 
process, for which an average durability is equal to 12 000 forgings, while the tools selected for 
the determination of wear were collected from a few similar processes, yet after an increasing 

number of produced forgings. This was dictated by the idea of maintaining similar technological 
conditions (elimination of the process of cooling the tool for a scan analysis, followed by its 

heating for the further production process). Also, each tool, after the scan analysis, did not come 
back to operation, but was cut into samples for further tests, such as: microstructural tests, SEM 
(Scanning Electron Microscope), micro-hardness measurements, etc. Other, less important, 

causes of the minimal divergences can be a measuring accuracy of the scanner (based on a 
volumetric performance test according to the standard B89.4.22, its precision is equal to 0.058 

mm), as well as the oxidation and scale coating of the measured forgings which were cleaned 
before the measurement. as Another one can be the errors resulting from the calculation algorithm 

in the volumetric analysis. 
In the case of the presented 3D scanning method (Figs. 9 and 17), the forgings were measured 

in laboratory conditions with no vibration and constant temperature. The only limitation is the 

removal of scale from the surface of forgings. The dismantled tools are also scanned in a similar 
way to the measurement of forgings. So, in this case it is difficult to talk about a significant 

influence of temperature and vibration (technological break), although the latter are actually 
present in the production hall. Also, an impact of vibration on the measurement results was not 
observed during the scanning of tools on the press. 

Considering the above, the presented comparison confirms that the determination of wear 
based on the scanning of the forgings periodically collected during the technological process 

(without the necessity of their disassembly) is an effective and economically justified method. 
It should also be emphasized that the determination of wear based on tool scans is an impractical 
method, generating additional cost and often causing difficulties in maintaining the continuity 

of production, as well as its disruption and changes in the technological and tribological 
conditions. 
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3.4. Expanded 3D reverse scanning method 

 

The presented method of analysing the wear of forging tools can be expanded by a division 
into additional areas. Such an expansion can be dictated by the necessity of considering 

different degradation mechanisms. It will also enable to eliminate errors during the total 
volumetric analysis, occurring in the areas of cracks or excessive local tool wear. The standard 

use of diagrams of the volume changes occurring during the process of wear in the analysed 
areas provides additional information. Such an approach enables a comprehensive description 
of the phenomenon of material loss during the forging process. However, in certain cases, the 

analysis of the total material loss of a given tool does not provide a full image (Fig. 18). In such 
special cases, the comparative analyses of a few such tools can contain errors resulting from 

e.g. tool cracking or premature wear of one of the areas, which will distort the calculation results 
of the material loss volume.  

Figure 18a shows an image of a die insert with a division into two selected characteristic 

areas (A and B), for which, based on the preliminary analysis, the occurrence of different 
degradation mechanisms was established. Additionally, the performed 3D reverse scanning 

analysis showed a much faster wear of the forging tool than in area A. In this area, a cross is 
made in the new tool which plays the role of a marker. As it can be observed in Fig. 19b, the 
wear in areas A and B is almost identical for up to 2500 forgings. Above this number, the wear 

intensively increases at the front of the insert (area A), in respect of the wear on the bridge (area 
B). That is why the performed analysis of the total wear of the insert can be loaded with error 

resulting from a different intensity of tool wear in different areas of the tool.  
In order to perform a precise analysis and create a diagram (Fig. 18) describing the volumetric 

wear in areas A and B depending on the number of produced forgings, during the forging process, 

it is necessary to calculate the volume change in the areas selected at the earlier stages. The 
elaborated measurement technology employs an algorithm consisting in measuring the volume in 

the areas marked by circles with the use of the POLYWORKS software. 
  
         a)                                                                           b) 

 
Fig. 18. A method of 3D reverse scanning – division into selected areas (a);  

wear based on periodically collected forgings (b).  

 

The selected program makes it possible to fill the volume between the two previously levelled 
surfaces constructed from the scanned triangles generated with the use of the Real-Time Quality 

Meshing method. To that end, four circles were assumed in the program, two for each of two areas, 
A and B. 

This assumption enabled the calculation of the volumes, which subtracted in pairs, one from 

the other, made it possible to determine the two desired values of wear in areas A (Figs. 19a 
and 19b) and B (Figs. 19c and 19d), as well as the total value, that is the sum of A and B.  
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Based on the calculated volumes for A and B for each analysed, periodically collected, 

forging, it is possible to construct a diagram presenting the material loss (volume changes), 
calculated based on the volume changes between the surfaces of the forgings produced on the 
analysed die, which is shown in Fig. 19b. 

 

 
Fig. 19. An example of determining the volume in selected areas: the core volume for area A (a) 

the total volume for area A (b); the core volume for area B (c);  the total volume for area B (d); 

a schematic diagram of the volume measurement (e). 

 

3.4.1. Pros and cons  

 

The industrial application of the reverse scanning method showed advantages and disadvantages 
of the elaborated technology. The basic advantage of the 3D reverse scanning method is its 

practicality in being used in the hard conditions of die forges. For example, Fig. 20 shows the 
measurement of a relatively large forging of a scraper weighing over 42 kg and a heavy lower die 

used during forging with a pneumatic hammer MPM 16000 with an impact energy of 171,62 kJ (a 
mass of the component elements is equal to 5285 kg without the die; a mass of the tool is over 
900 kg). In such a case, a fast analysis of the progress of wear of heavy forging dies, based on the 

measurement of periodically collected forgings, is irreplaceable.  
In turn, the main disadvantages of this method are the error resulting from the hindered 

measurement of a warm forging, which temperature, in extreme cases, is about 150−250ºC and 
the fact of taking into account the thermal expansion (for the QS1920 steel and this temperature 

range it is about 1.45 · 10−5/K). Also, the scale on the surface of forgings, whose thickness, in 
many cases, is high enough (even over 0.5 mm) to influence the results of both the measurement 

and the analysis of tool wear based on the forgings.  For the 3D scanning method, a verifying 

measurement of the last forgings – that is the measurement of the tool − is performed during a 

maintenance shutdown. The working temperature of tools is equal to about 200−250ºC on the 

surface.  
 
 

 

Fig. 20. Measurements of a ”hot” forging of a scraper (the indirect reverse scanning method)  

and a forging die on a hammer, during a technological break (in order to verify the reverse method). 
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During the shutdown, the tool is cooled down to about 80ºC and cleaned before the 

measurement. The scanning procedure itself is executed a dozen or so minutes after the press has 
been put to a stop. 

 

3.5. Directions of development 

 

The use of scanning methods for measurements in the forging industry is at present very 
extensive. Of course, this development can be considered in two ways. One direction of the 

development of scanning methods are the measurements of the forgings for the control of their 
geometry and quality. The other direction is the application of scanning to the analysis of 

forging tools.  
A prospective direction of the development of the reverse scanning method can be the 

analysis of the tool wear in more than two areas, because, as we know, the shape of the tool 

will determine the occurrence of various degradation mechanisms in different areas. Fig. 21 
shows the areas in the impression of a die, where shape-determined degradation mechanisms 

occur. As one can notice, abrasive wear will be dominating in the areas where the deformed 
material intensively moves, filling the die impression. In the areas of stress concentration, that 

is the ones with small internal radii in the impression, sharp edges etc., we will observe 
mechanical and thermo-mechanical fatigue causing brittle cracking. The areas of a long contact 
of hot forging material will be characterized by the occurrence of plastic deformations caused 

by local material tempering as well as thermal fatigue, which will also be present together with 
abrasive wear in the areas where the hot material flows, thus intensifying the degradation 

process of the substrate in these areas.  
 

 
 

Fig. 21. A diagram illustrating the areas of dominating degradation mechanisms  

in the impression of a forging die. 

 
Such a detailed analysis of tool wear, in a few or a dozen areas, especially based on the 

scanning of forgings, provides very valuable information (on the quantitative material loss), 

which can be used e.g. in the construction of a data base in expert systems, which enable the 
prediction of the forging tool durability [10]. 

 

4. Conclusions  

 

At present, in the process of production of forgings, in die forges, different devices and 
measurement methods are used. The latter include methods applying the universal, classical 

measurement equipment, ensuring lower measurement accuracy for the control of the key 
geometrical characteristics in a hot forging, through more complicated measurement techniques 

using the universal measurement equipment, which, in combination with specially designed tests, 
makes it possible to fully control the tool quality and properties, of a non-complicated geometry, 
to measurement methods based on Coordinate Measuring Technique as well as scanning 

techniques for both forgings and forging tools of a complicated geometrical specification. Also, 
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new trends are being created, which are mainly connected with the possibility of applying portable 

measurement systems, such as: optical scanners or linear scanners mounted on portable 
measuring arms. This technology enables effective control of the quality of medium- and large-
sized forgings, as well as forging tools of very large sizes, whose measurement takes place 

directly on the production line.  
The methods of 3D scanning and forging tool wear analysis discussed in the study make it 

possible to perform simple as well as complex and extensive analyses of the wear of forging tools 
and instrumentation.  

The presented results of the studies performed with the use of a measuring arm together with 

an integrated laser scanner for the analysis of wear, enabled the elaboration of a 3D reverse 
scanning method based on measurements of the shape changes in the successive forgings (directly 

on the production line). The performed studies showed the validity of using new, non-contact 
measurement technologies for a direct and indirect analysis of tool quality and shape changes 
(without disassembling the instrumentation from the forging aggregate). Owing to the 

implementation of non-contact measurement methods, the analysis of tool wear has become 
possible to be performed directly on the production line. 

Nevertheless, the presented approach to measurements, assuming the possibility of using more 
accurate scanning techniques, can be used to analyse tools in plastic moulding, foundry, as well 
as in the food industry [22, 23, 31]. 

The analysis of the volume increase of the successive forgings based on the measurements makes 
it possible to precisely determine the material loss of a forging tool in the successive stages of its 

performance. This is proved by the full correlation between the results of measurements of the volume 
changes of an increasing number of produced forgings and those of the tool, which is suggested by 
the verification of the wear (Lorenz) curves performed in the study. 

The innovative approach to evaluation of the current state of a forging tool performed by the 
authors makes it possible to make decisions about a prolongation or shortening of its operation 

time, based on the actual (current) wear, rather than based on the fixed durability data (a maximal  
number of produced forgings). This enables an optimal use of a given tool, preserving the highest 

quality of produced forgings.  
The demonstrated advantages and disadvantages of the proposed approach to analysis of tool 

wear with the use of 3D scanning certainly make it possible to prolong the operation time 

of forging instrumentation and significantly lower the production costs. 
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