
Archives of Control Sciences
Volume 26(LXII), 2016

No. 4, pages 565–576

An observer-based control of linear systems
with uncertain parameters

MOSTAFA RACHIK and MUSTAPHA LHOUS

In this paper, the observer-based control for a class of uncertain linear systems is consid-
ered. Exponential stabilizability for the system is studied and reduced-order observer is dis-
cussed. Numerical examples are given to illustrate obtained results.
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1. Introduction

The state of a system are not always measurable in many control systems and appli-
cation. The design of a system that produces an approximation to the state vector, this
system is called an observer has as its inputs the inputs and available output of the sys-
tem whose state is to be approximated and has a state vector that is linearly related to the
desired approximation. The observer-based control will be used to reconstruct the state
of a dynamic system. The observer was developed firstly for deterministic continuous-
time linear time-invariant system and has been extended by several researchers to time-
varing, discrete and stochastic systems [1], [2], [7], [12], [13], [14], [15], [16], [17], [18]
and [19]. The simplicity of its design and its resolution of the difficulty imposed by
missing measurements make the observer an attractive general design component.

It is well know that in many practical control systems, the system almost presents
some uncertainties and perturbations, may be due to additive unknown internal or exter-
nal noise, environmental influence, nonlinearities, data errors, uncertain or slowly vary-
ing parameters, etc.
Recently, many work has been devoted to design the observer or observer-based con-
trol of uncertain system [3], [8], [10], [11] and [12]. In [2] and [7] the lyapunov sta-
bility theory is used to design the state observer for linear time varying or nonlinear
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systems. Linear matrix inequality (LMI) approach have been used for output feedback
control [8], [10], [11] and [12].

In this paper and inspired by the work of [4], we well adopt the useful methodologies
used in [4] to the design of the observer-based control for the class of following uncertain
systems. {

ẋ(t) = (A+∆A)x(t)+Bu(t)
x(0) x0

The control and observer gains could be satisfied some assumptions.
The paper is organized as follows. In section 2, we provide the problem formulation

and main results concerning the observer-based control for systems with state pertur-
bations. A numerical example is given in section 3 to illustrate the proposed results.
Finally, we discus a reduced-order observer in section 4.

Notation. Throughout this paper, we use the following notations

• ℜn n-dimensional real space.

• Mn,m(ℜ) set of all real n by m matrices.

• λi(A) eigenvalue of real matrix A.

• Sp(A) set of all eigenvalues of real matrix A.

• ∥A∥ the infinity-norm of matrix A.

• I identity matrix with appropriate dimension.

• 0 zero matrix with appropriate dimension.

2. Problem formulation and Main results

Consider a continuous uncertain linear system described by{
ẋ(t) = (A+∆A)x(t)+Bu(t)
x(0) x0

(1)

where x(t) ∈ ℜn is the state vector, u(t) ∈ ℜm is the control input vector. A ∈ Mn(ℜ),
B∈Mn,m(ℜ) are constant matrices and ∆A∈Mn(ℜ) is a perturbed matrix. The uncertain
parameter ∆A will represent the impossibility for exact mathematical model of a dynamic
system due to the system complexity.

The output equation is given by

y(t) =Cx(t) (2)
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where C ∈ Mp,n(ℜ).
A suitable dynamic observer-based control of the system (1)-(2) is given by

˙̂x(t) = Âx̂(t)+ B̂u(t)+L(y(t)− ŷ(t))
ŷ(t) = Cx̂(t)
u(t) = −Kx̂(t)

(3)

where x̂(t)∈ ℜn is the estimation of x(t), ŷ(t)∈ ℜp is the observer output, K ∈ Mm,n(ℜ)
is the control gain, L ∈ Mn,p(ℜ) is the observer gain, B̂ ∈ Mn,m(ℜ).

By (3), (1) with (2) can be rewritten as

ẋ(t) = (A−BK +∆A)x(t)+BKe(t)

where e(t) = x(t)− x̂(t) is the estimated error.

ė(t) = [A− Â− (B− B̂)K +∆A])x(t)+ [Â−LC+(B− B̂)K]e(t)

Define z(t) =

[
x(t)
e(t)

]
, then we have

ż(t) =

˙̂[
x(t)
e(t)

]

=

[
A−BK +∆A BK

A− Â− (B− B̂)K +∆A Â−LC+(B− B̂)K

]
z(t)

=

[
A−BK 0

A+∆A− Â− (B− B̂)K Â−LC

]
z(t)+

[
∆A BK
0 (B− B̂)K

]
z(t)

thus, we can write
ż(t) = (A+B)z(t) (4)

with

A =

[
A−BK 0

A+∆A− Â− (B− B̂)K Â−LC

]
and B =

[
∆A BK
0 (B− B̂)K

]
.

Assertion 1: Suppose that

• The pair (A,B) is stabilizable (A−BK is Hurwitz).

• The pair (Â,C) is detectable (Â−LC is Hurwitz).
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Proposition 1 If Assertion 1 holds then the block triangular matrix A is also a stability
matrix with stability abscissa (−ρ) subject to the constraint

max
{

Re(λi(A−BK)),Re(λi(Â−LC))
}
¬−ρ < 0 (5)

where the first inequality is non strict if there is some multiple eigenvalue of A.

Proof Stability abscissa of A is the largest of the real parts of all the characteristic roots

−ρ = max
{

Re(s) | Re(A− sI) = 0
}
= maxλi(A)

det(A−λI) = det

[
A−BK −λI 0

A+∆A− Â− (B− B̂)K Â−LC−λI

]
= det(A−BK −λI)det(Â−LC−λI)

then
sp(A) = sp(A−BK) ∪ sp(Â−LC)

and with assertion 1, we have

max
{

Re(λi(A−BK)),Re(λi(Â−LC))
}
< 0.

Consequently, the matrix A is stable.

Remark 1 (Pole Placement) If the pair (A,B) is controllable, then there exists a feed-
back gain matrix K that arbitrarily assigns the system poles to any set {λi, i = 1, ...,n}.
Furthermore, if the pair (A, B) is stabilizable, then the controllable modes can all be
arbitrarily assigned.

Proposition 2 The matrix (A+B) is stable if A is a stability matrix and ∥B∥¬ ρ where
(−ρ) is the stability abscissa of the matrix A.

Proof The solution of system (4) is given by

z(t) = eAtz(0)+
t∫

0

eA(t−s)Bz(s)ds.

Since A is stable then ∥eAt∥¬ k0e−ρt , with some real constant k0  1 (norm-dependent).
If we consider v(t) = e−ρt∥z(t)∥, then we have

∥z(t)∥ = ∥eAtz(0)+
t∫

0

eA(t−s)Bz(s)ds∥

¬ ∥eAt∥∥z(0)∥+
t∫

0

∥eA(t−s)∥∥B∥∥z(s)∥ds

¬ k0e−ρt∥z(0)∥+
t∫

0

k0e−ρ(t−s)∥B∥∥z(s)∥ds
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thus

v(t)¬ k0[∥z(0)∥+
t∫

0

∥B∥v(s)ds] all t  0. (6)

Using Gronwall’s Lemma [5] and [6] in (6)

∥z(t)∥¬ e−ρtv(t) ¬ k0∥z(0)∥exp

−ρt +
t∫

0

∥B∥ds


¬ k0∥z(0)∥e−(ρ−∥B∥)t

for all t  0. Then the matrix (A+B) is stable if ∥B∥¬ ρ.

From assertion 1 and proposition 2 the following follows

Proposition 3 System (1)-(2) is exponentially stabilizable by (3) if the pair (A,B) and
(Â,C) are respectively stabilizable and detectable and ∥B∥ ¬ ρ where (−ρ) is the sta-
bility abscissa of the matrix A.

3. Simulation example

Let us consider the two compartment model

ẋ1 = −(k01 + k21)x1 + k12x2 +u
ẋ2 = k21x1 +−(k02 + k12)x2

(7)

where the output equation is
y = x1. (8)

Figure 1: Linear 2-compartment model.
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The two parameters k12 and k21 are assumed to be uncertain and given by k̂12 =
k12 + ε1, and k̂21 = k21 + ε2. The overall system can be rewritten as

ẋ1 = −(k01 + k̂21)x1 + k̂12x2 +u
ẋ2 = k̂21x1 +−(k02 + k̂12)x2

y = x1

(9)

Denoting x(t) =

[
x1

x2

]
, the system can be rewritten as

ẋ(t) = (A+∆)x(t)+Bu(t)

with

A =

(
−k01 − k21 k12

k21 −k02 − k12

)
, ∆A =

(
ε2 ε1

ε2 ε1

)
and B =

[
1
0

]
.

Let us consider

k01 = 2, k02 = 1.4, k12 = 1, k21 =−2.3, ε1 = 0.3 and ε2 = 0.4 (10)

for numerical application. Moreover, an estimation of the state and the control, observer
gains ara given by

Â =

[
0.60 1.08
−1.8 −2.5

]
, K =

[
0.02 0.07

]
and L =

[
1

0.8

]
(11)

System (9) with (10) would be exponentially stabilized by (3) with (11) and the stabil-

ity abscissa of the matrix A is −ρ = 1.06 and ∥B∥ = 0.579. With x(0) =

[
−1
2

]
and

x̂(0) =

[
1
1

]
some state trajectories for uncontrolled approximation of the system by an

observer-based control and the estimated error are depicted in Figs 2 and 3 respectively.

4. Reduced dimension observer

Consider the uncertain linear system{
ẋ(t) = (A+∆A)x(t)+Bu(t)
x(0) x0

(12)
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Figure 2: Trajectories of the uncontrolled and the approximation of system.

Figure 3: Trajectories of the estimated error.

where x(t) ∈ ℜn is the state vector, u(t) ∈ ℜm is the control input vector. A ∈ Mn(ℜ),
B ∈ Mn,m(ℜ) are constant matrices and ∆A ∈ Mn(ℜ) is a perturbed matrix.

The output equation is given by

y(t) =Cx(t) (13)

where C ∈ Mp,n(ℜ).
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Let Γ ∈ Mq,n(ℜ), we search the estimation x̂ ∈ ℜq of Γx. A suitable dynamic
observer-based control of the system (12)-(13) is given by

˙̂x(t) = Âx̂(t)+ B̂u(t)+L(y(t)− ŷ(t))
ŷ(t) = C1x̂(t)
u(t) = −Kx̂(t)

(14)

where x̂(t)∈ℜq is the estimation of Γx(t), ŷ(t)∈ℜp is the observer output, K ∈Mm,q(ℜ)
is the control gain, L ∈ Mq,p(ℜ) is the observer gain, B̂ ∈ Mq,m(ℜ) and C1 ∈ Mp,q(ℜ)
with C = [C1|C2]. e(t) = Γx(t)− x̂(t) is the estimated error of system. By (12) and (13)
with (14) we obtain

d
dt

[
x(t)
e(t)

]
=

[
A−BKΓ 0

D Â−LC1

]
z(t)+[

∆A BK
0 ΓBK − B̂K

]
z(t)

where
D = ΓA− ÂΓ+Γ∆A+LC1Γ−LC−ΓBKΓ+ B̂KΓ.

Then, the equation can be written as

d
dt

[
x(t)
e(t)

]
(t) = (A+B)z(t) (15)

with

A =

[
A−BKΓ 0

D Â−LC1

]
and

B =

[
∆A BK
0 ΓBK − B̂K

]
.

We apply the result established in proposition 2 and 3 to give sufficient conditions which
make the system (12)-(13) exponentially stabilizable by (14).

Proposition 4 System (12)-(13) is exponentially stabilizable by (14) if the matrices A−
BKΓ and Â− LC1 are stable and ∥B∥ ¬ ρ where (−ρ) is the stability abscissa of the
matrix A.

Example Let us consider the example of a simple gene expression process described by
the following model [9]:[

ẋr(t)
ẋp(t)

]
=

[
−γr 0
kp −γp

][
xr(t)
xp(t)

]
+

[
1
0

]
u(t) (16)
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where xr  0 is the mean number of mRNA in the cell, xp  0 is the mean number
of protein of interest in the cell. Above u(t)  0 is the transcription rate of DNA into
mRNA, γr > 0 is the degradation rate of mRNA, kp > 0 is the translation rate of mRNA
into protein and γp > 0 is the degradation rate of the protein. The parameters are assumed
to be uncertain and given by γr = γ0

r + ε1γ1
r , kp = k0

p + ε2k1
p and γp = γ0

p + ε3γ1
p, where

εi ∈ [−1,1], i = 1,2,3.
Let us consider γ0

r = 1, k0
p = 2 and γ0

p = 1 for numerical application. We also assume
that the parameters are known up to a percentage N ∈ [0,1) of their nominal value,
hence γ1

r = Nγ0
r , γ1

p = Nγ0
p and k1

p = Nk0
p with N = 1

2 , ε1 =−0.5,ε2 = 0.8 and ε1 = 0.4.
Moreover, for

C =

[
1 0
0 1

]
,Γ =

[
1 1

]
and Â =−0.3,

the control and observer gains are given by

K = 0.005 and L =

[
1
0

]
. (17)

System (16) would be exponentially stabilized by (14) with (17) and the stability abscissa
of the matrix A is −ρ = 1.002 and ∥B∥= 1.

With x(0) =

[
1
−1

]
and x̂(0) = 1 some state trajectories for uncontrolled approxi-

mation of the system by an observer-based control and the estimated error are depicted
in Figs 4 and 5 respectively.

Figure 4: Trajectories of the uncontrolled and the approximation of system.
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Figure 5: Trajectories of the estimated error.

5. Conclusion

In this paper, we have considered the observer-based control problem for a class
of uncertain linear system. We give somme condition to quarantee that the feedback-
controlled system is exponentially stabilizable by linear observer-based control. A nu-
merical example has been given to demonstrate the use of the obtained results.
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