
ARCHIVES OF ELECTRICAL ENGINEERING VOL. 68(3), pp. 579–593 (2019)

DOI 10.24425/aee.2019.129343

Long-horizon model predictive control
of induction motor drive

KAROL TOMASZ WRÓBEL, KRZYSZTOF SZABAT, PIOTR SERKIES

Department of Electrical Machines, Drives and Measurements
Wroclaw University of Science and Technology
Smoluchowskiego 19, 50-372 Wroclaw, Poland

e-mail: {karol.wrobel/krzysztof.szabat/piotr.serkies}@pwr.edu.pl

(Received: 19.11.2018, revised: 03.04.2019)

Abstract: This paper investigates the application of a novel Model Predictive Control struc-
ture for the drive system with an induction motor. The proposed controller has a cascade-free
structure that consists of a vector of electromagnetics (torque, flux) and mechanical (speed)
states of the system. The long-horizon version of the MPC is investigated in the paper.
In order to reduce the computational complexity of the algorithm, an explicit version is
applied. The influence of different factors (length of the control and predictive horizon,
values of weights) on the performance of the drive system is investigated. The effectiveness
of the proposed approach is validated by some experimental tests.
Key words: model predictive control, long horizon, induction motor drive

1. Introduction

Advances in microprocessor techniques visible over the last decades have led to a huge
rise of computational power. This allows for the implementation of many sophisticated control
methodologies in cases, where computational complexity is their main limitation. In addition,
progress in power electronics allows one to obtain reliable and flexible supply sources. These
two factors, combined with industrial demand for high-performance motion systems, justify the
development of new control structures for electrical drives [1–11].

There are many approaches to the design of the control structure for a modern drive system.
Usually, this process is divided into two main points. Based on the cascade concepts the torque
control loop is designed first. Then the controller for speed/position control is considered. In
almost all evident approaches these two problems are considered and solved separately. In order
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to regulate the electromagnetic torque, different control strategies have been developed depending
on the types of machine used (DC/AC) and requirements. One of the most popular methods for
AC motor control is direct field oriented control (DFOC) structure. It has a relatively complicated
algorithm, in which four controllers (including a speed problem) and transformation blocks are
visible. The mentioned controllers are tuned separately for the assumed linear operation point.
However, the changes of working conditions worsen the drive performances.

Over the last few decades the MPC has gained a lot of attention from the control engineering
community. It is due to the fact that the computational power of a microprocessor is strong and
is still growing, nowadays. Therefore, the research of the advanced control algorithms is justified
and expected. Generally, the MPC uses a model of the plants to predict the future values of the
system states. The optimal control sequence is selected on the basis of the cost function solving
the optimization problem. Different groups of the MPC are described in the literature. The first
classification depends on the character of the control signal and the MPC can be divided into
continuous set (CS) and finite-set (FS) algorithms. In the CS-MPC, the control signal can take all
values within some range, while in the FS-MPC it is limited to some values. The next classification
depends on the algorithm implementation form and it produces two main groups. In the first one
the optimization problem is solved on-line, which means that the computational complexity of this
approach is high. The second group possesses an algorithm in which the optimization problem is
computed off-line and which is generally called explicit-MPC. The other classification depends
on the length of the prediction horizon: so short- and long-horizon MPC is considered.

The literature provides a number of papers describing different applications of the MPC in
the area of power electronics and electrical drives. Usually, the FS short-horizon MPC is applied
in order to control power converters. It comes from the discrete nature of the power electronic
elements, in which only two main states can be recognized: on or off. This approach can also be
easily implemented for non-linear systems. The drawback of such a system is the relatively high
computational complexity of the nonlinear MPC, so usually the length of the prediction horizon
is set to one or two samples ahead.

In the case of motion control, the situation is different. It results from the following reasons:
a modern electrical drive consists of a power converter, electromagnetic and mechanical parts
of the motor. The time constants connected with electromagnetic parameters are much shorter
than those connected with mechanical ones, which causes high computational requirements for
one common controller. One of the ways of decreasing the computational complexity is to apply
multisampling strategies, separately for electromagnetic and mechanical parameters. However,
due to the continuous increase of microprocessor computational power, the design and real-time
application of one common controller is possible.

The most natural approach to the MPC is based on the complete nonlinear model of an elec-
trical motor and discrete nature of a power converter. This framework is presented in [12−14],
where the application of FS-MPC for a permanent magnet synchronous motor (PMSM) is demon-
strated. The four classical PI controllers are eliminated and the switches of the power converter are
directly controlled by an algorithm. However, due to computational complexity the only one-step
horizon is used. This limits the effectiveness of the classical MPC strategy, where the length of
horizon plays a crucial role in the algorithm, especially for the nonlinear plant with constraints.
The explicit version of the generalized predictive control of a PMSM is presented in [15]. In order
to decrease the computational complexity, the linear model of a plant is employed. In [16] the
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cascade-free speed MPC for an induction motor (IM) drive is proposed. The predictive algorithm
controls the flux and the speed of the motor simultaneously, offering a good performance of
the drive. The explicit version of the MPC is used. In order to decrease further computational
complexity of the system, different tree-searching strategies are analyzed.

The main point of the work is to present the design methodology and performance analysis of
the MPC-based control structure for a drive system with an IM. Similarly to modern approaches
evident in the literature [17, 18] there is no division into the torque and speed control loops.
The rotor flux and speed of the system are controlled by one predictive algorithm. Although the
long-horizon MPC is a traditional approach, there are limited works presenting its application in
the area of an electrical drive and power electronics, where usually FS-MPC with a short horizon
(one or two steps ahead) is used. In order to reduce the drawback of the traditional MPC, which
is characterized by high computational complexity, two solutions are applied. Firstly, the model
of an IM is linearized by decoupling circuits. Secondly, the explicit version of an MPC controller
is used. Different control factors as length of the control and predictive horizon, weights in the
cost function are analyzed. The performance of the system are tested under variety of simulation
tests. Also some experimental tests are included.

2. Model predictive control

In model predictive control, an explicit model of a plant is used to predict the effect of future
actions of the manipulated variables on the process output [19]. In the recent literature, the
following linear discrete-time state-space model is typically employed

x(k + 1) = Ax(k) + Bu(k),

y(k) = Cx(k),
(1)

where x(t) ∈ ℜn, u(t) ∈ ℜm, y(t) ∈ ℜp denote the system state, input and output vectors,
respectively. A ∈ ℜn×n, B ∈ ℜn×m, C ∈ ℜp×n are the matrices describing the dynamics of the
plant, k is the discrete time constant.

At each time step k, the MPC algorithm solves the following optimization problem [19]:

min
uT

0 ,...,u
T
Nc−1


N∑
i=0

(
yref
k+i |k − yk+i |k

)T
Q

(
yref
k+i |k − yk+i |k

)
+

Nu−1∑
i=0

uT
k+i |kRuk+i |k

 , (2a)

umin ≤ uk+i |k ≤ umax, i = 0, 1, · · · , Nu−1; ymin ≤ yk+i |k ≤ ymax, i = 0, 1, · · · , N,

xk+i+1 |k = Axk+i |k + Buk+i, i ≥ 0, yk+i |k = Cxk+i |k, i ≥ 0, xk |k = x(k),
(2b)

where Q ≥ 0 and R > 0 are the weighting matrices, N and Nu denote the prediction and control
horizon, respectively, and umin, umax, ymin, and ymax are the input and output constraints of the
system. The following inequality is held in the system Nu ≤ N .

Equation (2a) can be written in the form of a matrix using quadratic programming (QP) [20]:

J (U, x(k)) = XT Q̃X + UT R̃U, (3)
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where X ∈ ℜN and U ∈ ℜNu are the predictive vectors of state variables and controls:

X(k) =


x (k + N1 |k)

...

x (k + N |k)


, U(k) =


u (k |k)

...

u (k + Nu − 1|k)


. (4)

The matrices Q̃ ∈ ℜN×N and R̃ ∈ ℜNu×Nu have the following form:

Q̃ =


Q 0 0

0
. . . 0

0 0 Q


, R̃ =


R 0 0

0
. . . 0

0 0 R


. (5)

Finally, the problem of optimal control using quadratic programming can be formulated as:

V (x(k)) = x(k)TYx(k) +min
U

(
1
2

U′HU + x′(t)FU
)
,

subject to GU ≤ W + Ex(k),
(6)

where: H, F, Y are defined as follows:

H = B̃ T Q̃B̃ + R̃, F = Ã T Q̃B̃; Y = Ã T Q̃Ã, (7)

Ã =



I
A
· · ·

ANu

· · ·
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, B̃ =



0 · · · 0
B · · · 0
...

. . .
...

ANu · · · B
...

...
...

AN−1xB · · · ∑N−Nu

i=0 AiB


. (8)

The MPC algorithm based on problem (2) can be implemented in two ways. Traditionally,
the optimization problem is solved on-line for a given x(k) in a receding-horizon fashion. So, at
a given time k, only the first element of the control signal uk is implemented to the system and
the rest of the control sequence is discarded. Then, the whole procedure is repeated in the next
step (k + 1) for the new output y(k + 1) [21–23]. This strategy is computationally demanding for
systems with fast-changeable variables and requires high-performance processors. In the second
approach, problem (2) is solved off-line for all possible state realizations within some compact
set X f using multi-parametric programming [24–26]. Specifically, by treating the state vector
x(k) as a parameter vector, it can be shown that the parameter space X f can be subdivided into
characteristic regions, where the optimizer is given as an explicit function of the parameters. This
profile is a piecewise affine state feedback law:

U (x) = Kr x + gr, ∀x ∈ Pr, (9)

where Pr represents the polyhedral sets defined as:

Pr =
{
x ∈ ℜn |Hr x ≤ dr

}
, r = 1, ..., Nr (10)

and Nr denotes the total number of polyhedral regions in the partition [25–27].
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3. Mathematical model of the plant and MPC structure

In the study, the mathematical model of the induction motor using the space vector with
orientation on the rotor flux in per unit system is presented. The IM is described by the following
equations taking into account the commonly-used simplification [28].

TN
dΨr
dt
=

rr xM

xr
isx −

rr
xr
Ψr , (11)

0 =
rr xM

xr
isy − ωrΨr , (12)

me =
xM

xr

(
Ψr isy

)
. (13)

The motion equations are formulated as:

d
dt
ω =

1
T1

(me − mL ) , (14)

where us is the vector of the stator voltage, is , ir are the vectors of the stator and rotor currents,
Ψs , Ψr are the vectors of the stator and rotor flux, ωr is the slip pulsation, TN is the reference
time constant, rs , rr represent the stator and rotor resistance, xs , xr , xM represent the reactance
of the stator, rotor and magnetising, TM is the mechanical time constant.

In order to decouple the flux and torque control loops, the additional components are calculated
and inserted to systems (15)–(20) [28]:

usk = rsisk + TN
d
dt

Ψsk + jωkΨsk , (15)

Ψsk = xsisk + xM irk , (16)

Ψrk = xr irk + xM isk , (17)
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+ jωsψxsσis +

xM
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dΨr
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+ jωsψ

xM

xr
Ψr , (18)
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dt
− ωsψxsσisy +

xM

xr
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dΨr
dt︸                            ︷︷                            ︸

ex

, (19)

usy = rsisy + TN xsσ
disy
dt
+ ωsψxsσisx + ωsψ

xM

xr
Ψr︸                          ︷︷                          ︸

ey

, (20)

where σ is the total engine scattering factor, ωsψ is the field pulsation, usk , isk , Ψsk are the
vectors of the stator voltage, current and flux rotating with the speed ωk , in this case ωk = ωsψ .

The decoupling algorithm allows one to transform the model of an IM from a time-varying
to time-invariant system.

The considered control structure is presented in Fig. 1. It consists of one MPC controller
which replaces four controllers evident in DFOC. On the basis of the system states, the MPC
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Fig. 1. The MPC-based control structure

generates two control signals for speed and torque paths. The switching frequency in this structure
is constant and determined by the sampling frequency of the modulator (10 kHz).

The traditional control structure (DFOC) relies on the classical cascade concept and therefore
possesses its features. It can be applied to the system whose inner (torque) loop is much faster
than outer (speed) loops, which is usually fulfilled in an electrical drive. In this structure the
tuning methodology is quite simple (each controller is adjusted separately) and the limitation of
the inner one can be set as a constant value. As its drawbacks, the relatively slow reaction to the
changes of disturbances or reference values can be enumerated. The MPC controller has a similar
structure to the state-controller: there are no inner separate loops in the scheme, which increases
the dynamics of the system against the changes of the reference signal and the disturbances.
Also, the simultaneous control of two variables (speed, flux) can, in some cases, be treated as
an advantage. An additional feature of the MPC structure is a possibility of introduction of soft
constraints (contrary to hard constraints evident in the classical system). Also, a big advantage is
ability to formulate a cost function in such a way that not only the dynamics but also the cost of
energy is included. All those factors allow one to generate an optimal control signal of the MPC.
However, there are also drawbacks: more complicated algorithms and the necessity of experience
in formulating a cost function.

The discrete model of the plant in the MPC is built based on electromagnetic (11)–(13) and
motion (15) equations. The decoupling terms of (19), (20) allow one to treat the system as linear
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and apply an explicit MPC algorithm. The state vector is extended by two reference variables for
rotor flux and speed. The matrices of the system are presented below (21):

A =



−rs
σTN xs

0 0 0 0 0 0
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1
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,
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 ,
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[
isx ψr isy ω mL ψref
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(21)

The MPC controller allows us to limit a control signal as well as a system state. So, during
the design process and test, following limitations are specified: for currents in the x and y axes.
The cost function used in the work is presented below (22):

min
∆ux
∆uy
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(
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sx ,

��isy �� ≤ imax
sy ,

where: N is the length of the prediction horizon, Nu is the length of the control horizon, q11, q22
represent the weights for outputs, r1, r2 are weights for controls.

The square cost function has better properties in the range of low errors. This form of the
cost function was selected for better stabilization of variables near the steady state. During the
simulation tests, the weighting factors were selected by a genetic algorithm. Under experimental
conditions, the weighting factors have been re-tuned empirically.

4. Results

In the simulation study the properties of the predictive control algorithms with an IM motor
drive are investigated. During the design process the mathematical model of drive (21) and cost
function (22) is used. The influence of different parameters on regulation properties are tested.
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At first, the length of the control horizon is investigated. The following values are selected:
one and two samples ahead. The size of the prediction horizon is set to 7. The obtained results
are shown in Fig. 2.

Fig. 2. The transients of system states: speed (a); flux (b); currents (c, d) and voltages (e, f) for different
lengths of control horizon

The following remarks can be formulated on the basis of the presented transients. The ex-
tension of the control improves the quality of the controlled states significantly. The rising time
of the speed is shorter for a longer horizon (Fig. 2(a)). Also, the fluctuations of the speed are
smaller. The similar features are visible also in other states (flux, current) of the system. The
oscillations in the flux and current are much bigger for the system with a shorter control horizon.
Also, the steady-state error is much smaller in all state variables. Additionally, Figs. 2(c), d show
the decoupling effect. The component of the current in the x-axis is responsible for generating the
flux, while the component in the y-axis is responsible for creating the moment and, consequently,
for stabilizing the speed. The relatively different situation exists in the transients of the reference
voltage. The limitations of the currents and voltages are kept, which confirms the effectiveness
of the MPC algorithm. The system with Nu = 2 regulates this signal more dynamically, yet some
fluctuations of this signal are evident in steady-state conditions (Figs. 2(e), (f)). During the study
the system with the bigger control horizon also has been tested. However, the further extension
of the length changes the properties of the system only slightly.
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Then the influence of the length of the prediction horizon N is examined. The following
parameters are selected in this point: Nu = 2, and three different values of N = 2, 7 and 14. The
system transients are shown in Fig. 3.

Fig. 3. The transients of system states: speed (a); flux (b); currents (c, d) and voltages (e, f) for different
lengths of prediction horizon

From the presented transients the following remarks can be formulated. The length of the
predictive horizon does not significantly influence the transients of the speed and flux. They differ
from each other relatively slightly. The big difference is noticeable in the currents and reference
voltages transients. For the system with a smaller prediction N = 2, the big oscillations are
evident. The extension of the horizon to N = 7 decreases the level of oscillations significantly.
The further extension to N = 14 does not influence the properties of the system. The oscillation
levels remain similar.

Next, the influence of the weights q11 and q22, evident in the cost function on the drive
dynamics, is tested. The representative transients of the system are shown in Figs. 4(a–f).

As can be concluded from the presented transients, the selection of the weights has a big
influence on the system properties. The increase of the value of q11 stabilizes the control of
the flux better and worsens the speed control slightly. What can be clearly seen, a higher value
increases the level of noises in the reference voltage.

Increasing the value of q22 improves the quality of the speed control of the system, yet worsens
the flux control. It also intensifies the noise level in the reference voltage.
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Fig. 4. Transients of system states: speed (a, e, g, k); flux (b, f, h, l) and voltages (c, d, i, j) for
different values of the weights: q11 (a–c); q22 (d–f); r1 (g–i); r2 (j–l)
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The effect of changing the r1 and r2 values is demonstrated in Figs. 4(g–l). The system with
a higher value of r1 possesses a slightly shorter settling time of the speed after changing the
reference signal. The bigger difference is visible in the flux transients. This variable oscillates
more significantly in this case. The noise levels in the transients of the reference value of the
voltages are smaller. The increased value of r2 causes a bigger steady-state error of the speed and
the oscillation level of the flux, yet decreases the noises in the reference voltages.

It can be concluded that controller weights are the main tuning parameters, which differentiate
the effect of individual errors on the value of the objective function. With appropriately selected
weighting factors, the extension of the prediction horizon allows for an additional improvement
in the obtained results. It also allows for earlier detection and reaction to exceeding established
constraints.

The influence of the control horizon on the computational complexity of the algorithm is
an important task. The number of control regions for Nu = 1 is equal to 25 and rises through
209 (Nu = 2), 567 (Nu = 3) to 851 (Nu = 4). The illustration of the numbers of the regions for
Nu = 1 and Nu = 2 are presented in Fig. 5.

Fig. 5. The hypothetical control surface for Nu = 1 (a, b) i Nu = 2 (c, d) with N = 4

The location of the bigger number of regions around zero stressed the nonlinear relationship
of the control signal and speed and currents. The longer control horizon is, the more regions are
evident. This is an important task, which limits the extension of the control horizon in practical
applications.

Then the system was tested under a variety of experimental tests. The block diagram of the
laboratory set-up is presented in Fig. 6.

The experimental set-up is composed of an induction motor with a nominal power of 1.1 kW,
driven by a power converter. The motor is coupled to a load machine by a shaft. The speed and
position of the motor is measured by incremental encoders (36 000 pulses). The control and
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Fig. 6. The block diagram of the laboratory set-up

estimation algorithms have been implemented by a digital signal processor using dSPACE 1103.
The sampling time of the predictive controller is 0.2 ms. The rotor flux is estimated through a
simulator based on the current model [28].

Firstly, the system work under reverse condition and nominal value of the reference speed is
tested. The selected transients of the system are shown in Figs. 7(a–c). As can be concluded from
the shown transients, the system is working correctly. At the start, there is a short pulse of the
current in the x-axis in order to force the nominal value of the flux. Then, at the time t = 0.1 s, the
reference value of the speed changes and the drive speed follows this signal. During the start-up
and the reverse, small errors resulting from the set values of the weights in the cost function are
evident in the flux transients.

Secondly, the drive system under a small value of the reference speed is examined. The system
transients are shown in Figs. 7(d, f). The flux is kept at its nominal value during the test. From

Fig. 7. The transients of selected system states: speed (a, d); flux (b, e) and currents (c, f) for the nominal
(a–c) and low (d–f) values of the reference speed
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the presented transients, the following remarks can be formulated. The system quickly reaches
its nominal value with dynamics limited by the limitation of the current. At the time t1 = 2 and
t2 = 4 s the load torque is switched on and off. The controller reacts promptly, only small speed
disruptions are visible in the speed transient (Fig. 7(d)). The value of the torque is visible in isy
transients (Fig. 7(f)). In addition, the application of the load torque causes a noticeable decrease
in the value of the steady-state error in the flux (Fig. 7(e)).

In the next point, the constraint handling of the MPC controller is investigated. At first, the
effect of the changeable limit of the current in the x-axis on the dynamics of the flux is examined.
The following values are selected for the test: isx = 1, 2, 3.

The transients of the system are shown in Figs. 8(a, b). As can be expected, the limit of isx
has a significant effect on the dynamics of the flux. The higher is the value of the limit the shorter
is the rise time.

Fig. 8. The transients of system states for different values of the system constrains in currents isx (a, b)
and isy (c, d)

Then the effect of the limitation of the current in the y-axis is investigated. The limits of the
currents are set to isy = 1, 2, 3. The transients of the system are displayed in Figs. 8(c, d).

The tested system is working correctly. Similarly as in the previously considered test, a higher
value of the limits causes the reduction of the rise time of the speed. There is no validation of the
set limit, which means that the predictive controller is working properly.

5. Conclusion and future study

An MPC control structure of the speed of an induction motor is proposed in the present paper.
The control concept refers to the traditional CS-MPC. Contrary to the traditional DFOC control
scheme, where four controllers are evident, only one controller is used in the proposed solution.
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On the basis of the theoretical considerations and simulation as well as experimental studies, the
following concluding remarks can be formulated:

– In order to decrease computational costs, an explicit version of the controller is selected in
the paper. It allows the implementation of an MPC algorithm and real-time testing.

– The optimal length of the control horizon should be set during the design process. The
controller with one-step Nu works properly, yet some oscillations in the state variables are
evident. The extension of this parameter reduces the level of the oscillations but increases
the computational demand. So the optimal value of Nu is set to be 2 in the work.

– The length of the prediction horizon plays an even more important role than the previously
considered parameter. Its extension reduces the oscillations in the transients, increases
computational complexity, yet not as drastically as the control horizon.

– The form of the cost function as well as the used weights have a big influence on the drive
performance. Increasing the value of the specific weight boosts the significance of the states
connected with this parameter.

– The real-time tests show the proper work of the proposed control algorithm. The system
follows the reference signal properly, the disturbances (changes of the load torque) are
quickly eliminated from the controlled transients. What is important, the constraints evident
in the control algorithm are not validated during the tests.

The future work will be devoted to designing an MPC control structure more robust to
parameter variation with respect to the shape of its transients.
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