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Abstract. This paper presents the improved methodology for the direct calculation of steady-state periodic solutions for electromagnetic devices, 
as described by nonlinear differential equations, in the time domain. A novel differential operator is developed for periodic functions and the 
iterative algorithm determining periodic steady-state solutions in a selected set of time instants is identified. Its application to steady-state analysis 
is verified by an elementary example. The modified algorithm reduces the complexity of steady-state analysis, particularly for electromagnetic 
devices described by high-dimensional nonlinear differential equations.
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values at integrations, an example of which is the waveform 
relaxation method [14‒16].

In [4] the first-order discrete differential operator was 
defined and used in [5, 6] and [7] to create the finite-difference 
steady-state equations for nonlinear differential equations with 
periodic steady-state solutions. This new type operator relates 
first-derivative values of a periodic function to values of that 
function in a set of time instants that are uniquely distributed 
over the period.

This paper presents an improved algorithm that allows for 
the direct calculation of periodic steady-state performance in 
electromagnetic devices described by nonlinear differential 
equations, with reduced computational complexity. The pro-
posed algorithm is tested by means of steady-state analysis of 
an elementary circuit with a nonlinear coil.

2. Novel algorithm

The modified algorithm is based on the discrete differential 
operator D , described in details in [4-7]. The operator D  fulfils, 
for periodic vector function

x(t) = x(t + T) = 
£

x1(t)  x2(t)  ¢¢¢  xN(t)
¤T

the relation

 x s = D  ¢ x s (1)

where:
x s =  x R ¢¢¢ x 1  x 0  x –1 ¢¢¢ x –R

T

is the vector of first-derivative values and

x s =  xR ¢¢¢ x1  x 0  x –1 ¢¢¢  x –R
T

is the vector of function values itself.

1. Introduction

Direct steady-state calculations for electromagnetic devices 
are a subject of continued research in both the frequency and 
time domains. The nonlinearities embedded in the mathemat-
ical models of such objects cause the time-domain approach 
[1‒7] preferable over the frequency-domain approach [8‒13]. 
The most commonly used modelling approach is the finite-dif-
ference method, where the derivatives are substituted with 
discrete finite-difference operators spanning the values at 
adjacent time points. In order to identify the steady states of 
nonlinear electromagnetic devices in engineering applications, 
the equations are solved numerically until the transient com-
ponent disappears and only steady-state components remain. 
However, such an approach may be inefficient owing to the 
high computational complexity, creation of unnecessary data 
and necessity of using very advanced hardware and software. 
Direct steady-state analysis methods have been developed to 
overcome these challenges.

The steady states of electromagnetic devices are usually 
periodic, and the respective difference equations are obtained 
by assuming that the values at the beginning of the period are 
related to those at the end. The difference equations of nonlin-
ear systems are also nonlinear and can be solved by applying 
iterative procedures. However, the dimensionality of steady-
state difference equations may be very high, especially at high 
dimensions of differential equations describing electromag-
netic objects. In order to omit the high dimensionality prob-
lem, numerical integration of the differential equations can be 
combined with a boundary problem searching for proper initial 
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The hyper-vectors x r and x r with N dimensions are:
x r =  x 1(tr) x 2(tr) ¢¢¢ x N(tr) , and  

xr =  x 1(tr) x 2(tr) ¢¢¢ xN(tr) .
All those values are calculated at the time instants tr = r ∆T, for 
–R ∙ r ∙ R and ∆T = T/(2R + 1). The operator D  exhibits the 
following matrix form:

D  = 

 0 –d1 –d2 ¢¢¢ –dR dR ¢¢¢ d2 d1

 d1 0 –d1 –d2 ¢¢¢ –dR dR ¢¢¢ d2

 d2 d1 0 –d1 –d2 ¢¢¢ –dR ¢¢¢ d3

 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢
 dR ¢¢¢ d2 d1 0 –d1 –d2 ¢¢¢ –dR

 –dR dR ¢¢¢ d2 d1 0 –d1 ¢¢¢ –dR ¡ 1

 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢
 –d2 ¢¢¢ –dR dR ¢¢¢ ¢¢¢ d1 0 –d1

 –d1 –d2 ¢¢¢ –dR dR ¢¢¢ d2 d1 0

 (2)

Matrices dr have dimensions (N£N) and are diagonal with the 
elements on the main diagonal:

dr = Ω ¢ 
k = 1

R

∑ 2k
2R + 1 ¢ sin

Ã

k ¢ r ¢  2π
2R + 1

!

.

Matrix D  has dimensions ((2R + 1)N)£((2R + 1)N), where 
R is the number of harmonics that should be taken into account 
and N is the dimension of the vector function x(t). The operator 
D  can be used to develop finite-difference equations for any 
nonlinear equations of the form

 d
dt

x(t) = f (x, t). (3)

Applying the discrete operator D  leads to finite-difference 
equations of the form

 D  ¢ x s = fs(xs). (4)

where xs is a vector of unknown values of the steady-state solu-
tion and fs(xs) is a vector of values of nonlinear functions at 
the selected set of time instants, arranged as the vector xs in 
(1). Algebraic equation set (4) is nonlinear and the matrix D  is 
singular, so it cannot be solved directly. In order to omit this 
problem, in [6] and [7], the nonlinear equations (3) have been 
rewritten as the form

 d
dt

x(t) = A(x, t) ¢ x + b(t).

The respective finite-difference equations take the form
¡

D  ¡ diag As(xs)
¢
 ¢ xs = bs .

These equations are also nonlinear, but the matrix 
¡

D  ¡
¡ diag As(xs)

¢
 is not singular, and the iterative procedure can 

be used to solve it

 
¡

D  ¡ diag As(xs
i)
¢
 ¢ xs

i + 1 = bs . (5)

However, in the case of very high dimensions of equation 
set (3), the dimensions of the finite-difference equations (5) 
increase (2R + 1) times with respect to (3), and could be suf-
ficiently large that a numerical solution is not practically feasi-
ble. This may occur in certain cases of electromagnetic devices 
modelled by the finite element method.

In this paper, an improved algorithm is proposed, which is 
based on the modified finite-difference equations (4). The modifi-
cation is achieved by adding the diagonal matrix D0 to both sides 
of equality (4) and iteratively solving the algebraic equation set

 (D  + D0) ¢ xs
i + 1 = fs(xs

i) + D0 ¢ xs
i . (6)

Matrix D0 has the same structure as matrix D , but it is 
diagonal and composed of diagonal matrices d0 with elements 
d0 on the main diagonal:

 D0 = diag d0  ¢¢¢  d0  ¢¢¢  d0 , (7)

where d0 = diag d0  ¢¢¢  d0  ¢¢¢  d0  and element d0 is arbi-
trary. Matrix D = D  + D0 takes the form of (8) and all of its 
inside matrices are diagonal:

D = 

 d0 –d1 –d2 ¢¢¢ –dR dR ¢¢¢ d2 d1

 d1 d0 –d1 –d2 ¢¢¢ –dR dR ¢¢¢ d2

 d2 d1 d0 –d1 –d2 ¢¢¢ –dR ¢¢¢ d3

 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢
 dR ¢¢¢ d2 d1 d0 –d1 –d2 ¢¢¢ –dR

 –dR dR ¢¢¢ d2 d1 d0 –d1 ¢¢¢ –dR ¡ 1

 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢
 –d2 ¢¢¢ –dR dR ¢¢¢ ¢¢¢ d1 d0 –d1

 –d1 –d2 ¢¢¢ –dR dR ¢¢¢ d2 d1 d0

 (8)

Matrix D is not singular and has a very regular form. It is 
important to note that matrix D is independent of the vector 
function fs(xs). This suggests that D should be decomposed into 
the product of the lower and upper triangular matrices:

D = L ¢ U .

Matrix D is composed of diagonal matrices dr and d0; then, the 
triangular matrices L and U should have the same structure, and 
can be predicted as

L = 

 l1, 1   
 l2, 1 l2, 2  
 ¢¢¢ ¢¢¢ ¢¢¢ 
 l2R + 1, 1 l2R + 1, 1  l2R + 1, 2R + 1

U = 

 u1, 1 u1, 2 ¢¢¢ u1, 2R + 1

  u2, 2 ¢¢¢ u2, 2R + 1

   ¢¢¢ ¢¢¢
    u2R + 1, 2R + 1

.
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Matrices ln, k and un, k are diagonal with elements ln, k and un, k, 
which can be determined based on matrix D with 1D matri-
ces dn. Such a matrix has dimensions (2R + 1)£(2R + 1) and 
depends on the number ‘R’ of the highest harmonic taken into 
account, but does not depend on the dimension ‘N’ of the differ-
ential equation set (3), which may be arbitrarily high. A classical 
algorithm can be used for the decomposition of such a matrix 
D into lower and upper triangular matrices. Finally, equation 
(6) can be written as

 L ¢ U ¢ xs
i + 1 = fs(xs

i) + d0 ¢ xs
i , (9)

where

xs =  xR ¢¢¢ x1  x 0  x –1 ¢¢¢ x –R
T, 

fs(xs) =  fR ¢¢¢ f1  f 0  f –1 ¢¢¢ f –R
T.

Substituting

 ys
i + 1 = U ¢ xs

i + 1, (10)

where

ys =   yR  ¢¢¢  y1  y0  y–1  ¢¢¢  y–R
T,

equation (9) can be solved in two steps. Firstly, the vector ys
i + 1 

should be calculated using the following equation:

 L ¢ ys
i + 1 = fs(xs

i) + d0 ¢ xs
i . (11)

Next, vector x s
i + 1 should be determined using equation (10). 

The vector x s
i + 1 allows for beginning the next iteration. It 

should be noted that all of the operations described above use 
N-dimensional vectors only, and any inverse matrix should be 
calculated. This is a significant benefit of the proposed algo-
rithm.

Two problems arise for the algorithm based on (9):

– Does it converge?
– How should the element d0 be selected?

This paper presents examples to address the above questions.

3. Simplest application examples

A. Elementary convergence test.
An extremely simple case is considered to test the algorithm 
convergence. When the first derivative

 dx/dt = cosΩt (12)

is known, one needs to solve for the x(t) function. The respec-
tive finite-difference equations take the following form:

 L ¢ U ¢ xs
i + 1 = fs + d0 ¢ xs

i  (13)

where: xs =  xR ¢¢¢ x1  x 0  x –1 ¢¢¢ x –R
T

 fs =  fR ¢¢¢ f1  0  f –1 ¢¢¢ f –R
T

for fr = cos(r ¢ 2π/(2R + 1)) .

Convergence tests were conducted at Ω = 1, 0 [1/sec] and 
for R = 25 by solving equations (13) recurrently using pro-
cedures (10) and (11), starting from x(t) = 0. Figure 1a illus-
trates the waveform of function x(t) obtained at d0 = 0, 1 ¢ Ω, 
d0 = 1, 0 ¢ Ω and d0 = 10, 0 ¢ Ω for the selected iterations, while 
Fig. 1b illustrates the resulting amplitudes at the successive iter-
ations.

The convergence is strongly dependent on the d0 value. The 
function achieves the expected shape at d0 = 0, 1 ¢ Ω after only 
two iterations, excluding an arbitrary constant value. The test at 
d0 = 1, 0 ¢ Ω demonstrated that over 15 iterations are required, 
and the final waveform is achieved with damping oscilla-
tions. The algorithm converges very slowly at larger values of 
d0 = 0, 1 ¢ Ω.

Fig. 1a. Wave-forms for selected iterations at Ω = 1, 0, d0 = 0, 1, d0 = 1, 0 and d0 = 10, 0
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B. Elementary circuit with nonlinear coil.
In [6], the steady-state solution for the elementary circuit in 
Fig. 2 was considered using the algorithm based on equation (5). 
Below, the analysis is repeated using the improved algorithm 
presented in this paper in order to demonstrate its advantages.

Matrices L and U are calculated using any algorithm for LU 
decomposition. The nonlinear relationship (15) is considered, 
assuming that

	 ψr
i = L(ir

i ¡ 1) ¢ ir
i    for   –R < r < R . (17)

Two options for the algorithm based on equations (16) and 
(17) were developed and tested:

Algorithm 1 assumes that the vector i s
i in (16) is calculated at 

successive iterations, using the relationship

 ir
i = L(ir

i ¡ 1)
–1 ¢ ψr

i . (18)

Algorithm 2 has two iterative loops. The first loop try to satisfy 
relation d0 ¢ Ψs

i + 1 ¼ d0 ¢ Ψs
i, assuming that the relation (15) is 

linear for fixed values ir. The equation (16) is solved in this loop 
iteratively until Ψs

i + 1 ¼ Ψs
i at assumed accuracy. The second 

loop takes into account nonlinear relation (15). In the second 
loop, the equation (16) is solved iteratively again, starting from 
the results of the first loop. Now, values ir and the parameters 
L(ir) are recalculated from (17) and (18) at each iteration, until 
Ψs

i + 1 ¼ Ψs
i at assumed accuracy.

Both algorithms were implemented in the MATLAB pack-
age. The first tests concentrated on the proper selection of the d0 
parameter. The following calculations were performed for the 
data: RL = 0, 2 [Ω], L = 1, 0 [H], U0 = 0, 0 [V], Um = 1, 0 [V], 
Ω = 1, 0 [1/sec] and b = 0, 4 [1/A], which are the same as 
those in [6]. Three values of d0 were selected: d0 = 0, 1 ¢ Ω, 
d0 = 1, 0 ¢ Ω and d0 = 10, 0 ¢ Ω, which are the same as those 
for the convergence test described in the previous subchap-
ter. During the period, 201 time instants were selected; that 
is, R = 100. The algorithm begins with the solution for the 
linear coil L(i) = L. It should be noted that, in these algorithms, 
operations with matrices are unnecessary, and all calculations 
can be performed with numbers only because equation (14) has 
only one dimension.

Fig. 1b Amplitudes for selected iterations at Ω = 1, 0, d0 = 0, 1, d0 = 1, 0 and d0 = 10, 0
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The new algorithm requires the circuit equation to take the 
normal form, as follows

 d
dt
ψ  = –RL ¢ i + U0 + Um ¢ cosΩt . (14)

The nonlinear relation between the flux linkage and the current 
is assumed as

	 ψ (i) = L(i) ¢ i =  L
1 + b ¢ jij

 ¢ i . (15)

The finite-difference equations determining the steady-state 
solution are as follows:

 L ¢ U ¢ Ψs
i + 1 = –RL ¢ is

i + us + d0 ¢ Ψs
i , (16)

where: Ψs =  ψR  ¢¢¢  ψ1  ψ0  ψ–1  ¢¢¢  ψ–R
T,

  i s =  iR  ¢¢¢  i1  i 0  i –1  ¢¢¢  i –R
T,

  us =  uR  ¢¢¢  u1  u 0  u –1  ¢¢¢  u –R
T,

  ur = U0 + Um ¢ cos(Ω ¢ tr), 
  tr = r ¢ 2π/(Ω ¢ (2R + 1)).
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Fig. 2a Amplitude of current waveform for successive iterations at 
Ω = 1, 0, d0 = 0, 1; curve I – Algorithm 1, curve II – Algorithm 2

Fig. 2b Current wave-forms for selected iterations at Ω = 1, 0, 
d0 = 0, 1; left – Algorithm 1, right – Algorithm 2

Fig. 3 Amplitude of current wave-forms for successive iterations at 
Ω = 1, 0, d0 = 1, 0 and d0 = 10, 0; curve I – Algorithm 1, curve II 

– Algorithm 2

The results of the convergence test at d0 = 0, 1 ¢ Ω are illus-
trated in Figs. 2a and 2b.

These results indicate that both algorithms are unstable at 
d0 = 0, 1 ¢ Ω. Algorithm 1 provides stable solutions after five 
iterations, but the long-term calculations are unstable. Algo-
rithm 2 is unstable in several iterations. It can be concluded 
that the parameter d0 should be determined for a given problem.

The results of the convergence tests at d0 = 1, 0 ¢ Ω and 
d0 = 10, 0 ¢ Ω are illustrated in Fig. 3. This figure presents the 
amplitudes of the current wave-forms in successive iterations 
for both algorithms. Algorithm 2 leads to a final result more 
rapidly, and at d0 = 1, 0 ¢ Ω, only a few iterations are required. 
So, Algorithm 2, at d0 = 1, 0 ¢ Ω, is recommended for further 
calculations in this case.
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The current wave-forms were calculated for three voltages: 
1, 0 [V], 1, 2 [V] and 2, 0 [V], to test the algorithm sensitivity 
with respect to the coil nonlinearity. The final wave-forms are 
presented in Fig. 5, and are identical to those presented in [6].

Figure 6 illustrates an influence of the DC component in 
voltages on the current waveform. The current wave-forms 
deform as expected, and the exact same current wave-forms as 
in Figs. 5 and 6 have been achieved by the simulations.

The test results for the elementary circuit with a nonlinear 
coil confirm that the algorithm described in this paper can be 
effectively applied to determining a periodic steady-state solu-
tion to nonlinear equations of electromagnetic devices, omitting 
the problem of high dimensions.

4. Conclusions

The paper presents a new means of integrating nonlinear 
differential equations in determining periodic steady states 
directly in the time domain. The discrete differential operator 
forms the basis for the difference equations that determine the 
required solution. These nonlinear equations are modified to 
omit difficulties when seeking a numerical solution. Moreover, 
LU decomposition is used to reduce the numerical computa-
tion complexity. As a result, the mathematical operations are 
reduced to matrices with dimensionalities of the differential 

Fig. 4 Current wave-forms for successive iterations at Ω = 1, 0, d0 = 1, 0 curve I – Algorithm 1, curve II – Algorithm 2

Fig. 5 Final current wave-forms for U0 = 0, 0 [V], Um = 1, 0 [V], 
Um = 1, 2 [V] and Um = 2, 0 [V]

Fig. 6 Final current wave-forms at Um = 1, 0 [V], U0 = 0, 25 [V]  
and U0 = 0, 5 [V]
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equations, being independent of the number of time instants 
over the period.
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