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Accepted: 14 November 2019 Scheduling of multiobjective problems has gained the interest of the researchers. Past many

decades, various classical techniques have been developed to address the multiobjective prob-
lems, but evolutionary optimizations such as genetic algorithm, particle swarm, tabu search
method and many more are being successfully used. Researchers have reported that hybrid
of these algorithms has increased the efficiency and effectiveness of the solution. Genetic
algorithms in conjunction with Pareto optimization are used to find the best solution for
bi-criteria objectives. Numbers of applications involve many objective functions, and appli-
cation of the Pareto front method may have a large number of potential solutions. Selecting
a feasible solution from such a large set is difficult to arrive the right solution for the decision
maker. In this paper Pareto front ranking method is proposed to select the best parents for
producing offspring’s necessary to generate the new populations sets in genetic algorithms.
The bi-criteria objectives minimizing the machine idleness and penalty cost for scheduling
process is solved using genetic algorithm based Pareto front ranking method. The algorithm
is coded in Matlab, and simulations were carried out for the crossover probability of 0.6,
0.7, 0.8, and 0.9. The results obtained from the simulations are encouraging and consistent
for a crossover probability of 0.6.
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Introduction

Scheduling is one of the significant and very im-
portant processes in industry. Scheduling is the pro-
cess of allocation of the resources for effective use of
resources. The scheduling process for effective and
efficient usage of the resources is studied widely,
and many researches have been done in the field.
Many researchers considered single objective crite-
ria of minimization of the makespan [1]. However,
researchers noticed that in practice, more than one
objective function plays a major role and needs to
be considered all the objectives for efficient use of
the plant resources. The industries such as manu-
facturing of aircraft, electronics or semiconductors,
etc., have a need to trade-off of the objective func-
tions where multiple objective needs to be considered

in order to optimize the overall system performance.
Obviously, the multi-objective criteria are more in-
tricate than the scheduling with one criteria, and it
is difficult to obtain a balanced solution due to the
objectives are incompatible or conflicting with each
others. Optimizing any one objective generally leads
to worsening the solution of another objective. The
need to improve the overall system performance for
a better solution of the multiobjective criteria and
its complexity, drawn the interest to solve the multi-
objective problems.

Literature review

Since 1970, researchers are working on multi-
objective related optimization problems and its ap-
plications in the various fields. In multi-objective
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problems, overall system performance will be im-
proved by simultaneously considering more than one
objective [2]. Decision making in the real world re-
lated problems gain the interest and involve mul-
tiple and incompatible objectives that need to be
addressed while considering the various constraints.
A single solution may not exist in multi-objective
problems, which is not an excellent solution with re-
spect to the objectives considered. In search of a bet-
ter solution in the larger space considering stated ob-
jectives, non -dominated solution would yield a good
result but poor in one or more objectives.

A set of optimal solution is possible to obtain
in multi-objective optimizations which are having
conflicting objective functions. The optimal set in-
cludes the best solution with respect to all objec-
tive functions. This set of optimal or non dominated
solution in multi-objective optimization (MOPs), is
called Pareto optimal solution which is proposed by
Vilfredo Pareto in 1896.

Due to the complexity in solving multi-objective
optimization problems using deterministic tech-
niques, evolutionary process using computer pro-
gram would reach the compromised values of vari-
ous objective functions. Meta-heuristics search tools
such as genetic algorithms, simulated annealing, tabu
search, and particle swarm optimization have be-
come gained the interest of the researchers to solve
the problems with complexity in the multi-objective
functions. Significant attention has been given to ge-
netic algorithm (GA) with respect to complexity in
the scheduling process. The scheduling in the genet-
ic algorithm domain has the vital research in the
field of artificial intelligence and operational research
[3]. Researchers have established the four approach-
es to solve the multi-objective scheduling problems
such as:

• Weighting objective method: A single objective
function has obtained by combination of weight-
ed values of the objective functions considered in
the optimization problems. This method needs the
additional information about the comparative im-
portance of the objective function or weights of
the decision makers.

• Hierarchical optimization method: In this method
ranking the objective functions in decreasing or-
der of their importance by the decision maker.
Every individual objective function is then mini-
mized considering to a constraint that prevent the
minimum of the new function to exceed minimum
of the previously obtained functional value.

• Goal programming method: This method express-
es the satisfying goal of the objective functions
by considering constraints. The method aim is to

find a good solution of pre-defined goals for each
objective.

• Pareto approach: The Pareto approach generates
the complete non-dominated set or to approximate
a set of good solutions. In the Pareto method,
improvements is a change in the allocation that
makes at least one solution or preference objective
function is better off without making any other in-
dividual objective worse off.

In the last twenty years, evolutionary algorithms
have demonstrated the advantage in obtaining solu-
tions to the MOPs. Researchers have developed vari-
ous approaches in solving multi-objective problems
through evolutionary algorithms (MOEAs). Gold-
berg [4] recommended the application of the Pare-
to front method [5] to arrange a set of solutions for
MOPs. Pareto method is applied to rank the quality
of the solutions which consists of multi-objective val-
ues; the procedure to sort out the solution is called
non-dominated sorting. In non-dominated sorting,
the values of the objective functions are compared
and divided into a number of ranks. Smaller ranks in
the solution are better than those in a larger rank.
In 1995 the non-dominated sorting is first adopted
in NSGA [6] then it has become commonly adopt-
ed in MOEAs. The most important concerned in
the MOEAs are effectiveness and efficiency of the
algorithm. In the existing MOEAs, environmental
selection is adopted for non-dominated sorting, and
additional criteria are suggested to distinguish the
solution of the same rank.

Among the many-objective optimization ap-
proaches, sorting of non-dominated method has
gained the interest and used by many researchers
in solving multiobjective problems through evo-
lutionary algorithms (MOEAs). Pareto dominance
phenomenon [7], deteriorates the effectiveness of
the many-objective optimization problems (MaOPs).
Researchers have adopted Pareto non-dominated
method to solve MOEAs to address MaOPs, GrEA
[8], NSGA-III [9], KnEA [10], and LMEA [11]. Some
research papers have reported that decomposition
based MOEAs with dominance used in the non-
dominated sorting gives the most effective solution
in MOEA/DD [12], and BCE-MOEA/D [13]. Due
to the efficiency and computational cost of the non-
dominated sorting, its application in the MOEAs be-
comes another issue. It is experimented of NSAG-II
consumes more runtime when the population size
of 1000 and maximum of 500 generations in the
case to solve a bi-criteria objectives DTLZ1. Litera-
tures are reported that the computational cost will
be higher in the case of the larger population size
and number of objective functions considered. Hence,
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it becomes an important issue to address the com-
putational cost and efficiency to improve the non-
dominated sorting algorithms. Some of the improved
algorithms are considered non-dominated ranking
approach, Jensen’s sort, deductive sort [14], and
an efficient non-dominated sorting (ENS) [15]. Re-
searchers have developed few tailored non-dominated
sorting algorithms to solve MaOPs, such as cor-
ner sort [16], T-ENS [11], and A-ENS [17]. Though
the many algorithms developed to address the ef-
fectiveness and efficiency of non-dominated sorting,
much focus has not been devoted to analyze them in
MOEAs, particularly for solving MaOPs.

The Pareto optimization process could be used
in the evolutionary methodology. Algorithms such as
the genetic algorithm apply evolutionary processes to
generate non-dominated set of solutions by the bio-
logically inspired evolutionary method. The solution
obtained with the genetic algorithm multiobjective
method may not be Pareto optimal, but the algo-
rithm is designed to evolve a good solution to ap-
proach the Pareto front to get diversity existing in
the Pareto front in order to obtain a reasonably good
solution.

At the end of the Pareto analysis, decision mak-
ers are needed to select a only one solution from the
available large number of sets of optimal solutions.
Several researchers have developed various approach-
es to help the decision maker for selection of the best
solution. In the various approaches convergence and
diversity are two criteria which need to be balanced
to obtain an efficient Pareto front. Two approach-
es such as one-at-a-time strategy and simultaneous
strategy have been used to address the problems [18]
in the Pareto -optimal front analysis.

In Fig. 1, the population is ranked in three ranks
based on non-dominated sorting. The solutions of
each rank are mutually non-dominated; in the pop-
ulation of P, the solutions of first rank cannot be
dominated by any other solution in the population;
with non-dominated sorting, the quality of results in
a population can be greatly distinguished, and this
approach has been generally adopted in MOEAs [19].

Fig. 1. Non dominated sorting.

General proposed algorithm

In this method randomly generated the popula-
tion size of ’N’ is generated initially. Bi-criteria ob-
jective functions, total idleness of the machine cost,
and penalty cost for each population is determined
and assigned Pareto dominance rank based on non-
dominated sorting. Then the priority rank is assigned
to every population based on Pareto dominance rank
and also its position with respect to the other so-
lutions in the same rank. Parent population for off-
spring generation is chosen based on dominance rank.
New offsprings are generated using crossover and mu-
tation operator. The population of size N for the next
subsequent generation is equal to the selected par-
ent population (based on Pareto rank) and offspring
generated. The process is repeated till to the given
number of generations/iterations.

General algorithm framework

Input parameters: Population = P, Population
size = N:
1) P ← Start the population of size N.
2) Determine Objective functions.
3) F ← Nondominated sorting (P)
4) Select the best parents based on priority rank. If

multiple solutions have same rank then based on
the combined objective function the solutions will
be selected

5) Generate offsprings ← Crossover operator and
Mutation operator.

6) Population size N for next generations← combin-
ing best parents and offspring

7) Repeat 2 to 6 till termination of the algorithm.

Problem formulation

The problem has been formulated considering the
data set for experimentation as mentioned in the Ta-
ble 1. The experimentation has been carried out on
parallel machines considering two objective functions
such as minimizing the idleness of the machine, and
the penalty cost. The algorithm is designed and cod-
ed in Matlab to meet the stated objective functions.
The input parameters considered for the experimen-
tation are a number of parallel machines (m), the
number of setups (Si), J-number of jobs/part types
and batch quantity (bj) for each job type. The ex-
perimentation is carried out on six parallel machines.
The numbers of setups are required to complete the
operations are three and ten part types with a batch
quantity of ’10’ are assumed.
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Table 1
Data set for experimentation.

Part type (Ji) 1 2 3 4 5 6 7 8 9 10

Set up-I 62 53 38 34 32 33 31 75 6.78 17.34

Operations time in min. Set up-II 44 46 38 31 19 31 30 – – 5.15

Set up-III 2 – 20 10 10 9 16 – – 15

Due Day (dbJi) 2 2 2 2 2 1 1 1 1 1

Penalty Cost Rs./Day/Batch (pbJi) 10 12 12 13 9 11 11 14 8 10

In this work the genetic algorithm is used to
determine the best solution for bi-objective crite-
ria based on Pareto front non-dominated sorting
method. Initially, population size of 20 are random-
ly generated. Each population/chromosome is calcu-
lated for objective functions and the first best 12
parents have been selected for the next generation
based on Pareto front non-dominated sorting. Since
the scheduling problem is based on NP hard, combi-
natorial type and hence partially mapped cross op-
erator is used followed by mutation operator. A large
number of trials were conducted to decide and found
that the algorithm yields a good solution within the
30 generations. The experimentation was conduct-
ed for various crossover probabilities of 0.6, 07, 0.8
and 0.9.

Results and discussion

The study was carried out for various crossover
probabilities of 0.6, 0.7, 0.8 and 0.9 and the results
are presented in Figs 2 to 7. The number of iter-
ations was conducted for 30 generations and found
that the solutions were not converged after 23rd iter-
ation. The results for bi-criteria objective functions

of minimizing cost of machine idleness and penalty
cost were presented and found that the steady state
pattern of results for the crossover probability of 0.6
till to the generation of 17 and further it is converged
in the case of machine idleness cost, then the steady
state till the end of the generation. The results of ob-
jective functions for crossover probability 0.7 and 0.9
are shown and analyzed that it exhibits an unsteady
pattern of solutions. The results shown in the graph
are steady till 23rd generation and further found non-
convergence in the case of cross over probability of
0.8. In Fig. 6, number of non-dominated fronts based
on Pareto sorting for each generation are presented.
Figure 7 shows the total cost for crossover probabil-
ity of 0.6, 0.7, 0.8 and 0.9. In the Fig. 6, it is evident
that the number of non dominated fronts is varied at
a considerable extend from generation to generation
and does not yield steady state pattern of results.
The crossover probability of 0.6 is giving the best so-
lution for both the objective functions and also bet-
ter results for a combined cost of both the objective
functions. The experiments were conducted on Intel
R Core(TM) I 7-6700 CPU @3.4GHZ. The designed
algorithm helps the decision maker to analyze the
bi-criteria objectives more effectively.

Fig. 2. Crossover probability = 0.6. Fig. 3. Crossover probability = 0.7.
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Fig. 4. Crossover probability = 0.8. Fig. 5. Crossover probability = 0.9.

Fig. 6. Number of non-dominated fronts. Fig. 7. Crossover probability and total cost.
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