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The purpose of this study was to develop a sound quality model for real time active sound quality
control systems. The model is based on an optimal analytic wavelet transform (OAWT) used along with
a back propagation neural network (BPNN) in which the initial weights and thresholds are determined
by particle swarm optimisation (PSO). In the model the input signal is decomposed into 24 critical bands
to extract a feature matrix, based on energy, mean, and standard deviation indices of the sub signal
scalogram obtained by OAWT. The feature matrix is fed into the neural network input to determine
the psychoacoustic parameters used for sound quality evaluation. The results of the study show that the
present model is in good agreement with psychoacoustic models of sound quality metrics and enables
evaluation of the quality of sound at a lower computational cost than the existing models.

Keywords: analytic wavelet transform (AWT), sound quality evaluation (SQE), psychoacoustic metrics,
back propagation neural network (BPNN).

1. Introduction

Sound quality is a perceptual reaction that reflects
the degree of the listener’s satisfaction with a given
sound. As the physical characteristics of acoustic sig-
nals does not represent the perceived attributes of
sound, sound quality is often evaluated by groups of lis-
teners in jury tests, which is a time consuming task
(Wang et al., 2014).

Sound quality can also be evaluated with the use
of sound quality (SQ) metrics based on psychoacous-
tic models (Blauert, Jekosch, 1998; Lyon, 2000;
Hafke-Dys et al., 2016; Pleban, 2014). The main
purpose of SQ metrics is to replace jury tests with an
acoustic measurement that would provide an accurate
prediction of sound quality judgements made by hu-
man listeners. In recent studies several SQ metrics,
such as loudness (Fastl, Zwicker, 2007; Klona-
ri et al., 2011), sharpness (Leite et al., 2008; Wang
et al., 2007), roughness (Aures, 1985a; Miśkiewicz

et al., 2007; Szczepańska-Antosik, 2008; Vencov-
ský, 2016), and tonality (Aures, 1985b; Cuddy et al.,
2007; Terhardt et al., 1982) were developed and used
for sound quality evaluation (Carletti, 2013; Ple-
ban, 2010). The calculations of individual SQ metrics
have been used to compute combined, overall measures
of sound quality, such as pleasantness and unbiased an-
noyance (Kaczmarek, Preis, 2010).

The complex nature of auditory system signal pro-
cessing causes various difficulties and limitations in the
calculation of SQ metrics, therefore various so called
intelligent methods, based on artificial neural net-
works, were proposed (Chen et al., 2015; Maleczek,
2008). A previous study (Pourseiedrezaei et al.,
2019) has shown that a combination of an optimised
artificial neural network (ANN) and a wavelet packet
transform (WPT) can be used for reliable prediction
of sound quality at a low computational cost.

Most of previous SQ studies that employed artifi-
cial neural networks (Huang et al., 2015; 2017; Lee,
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Lee, 2009) estimated the overall sound quality by feed-
ing individual SQ metrics, such as loudness, sharp-
ness, roughness, and tonality into the network. As the
main computational load is the calculation of those
metrics, the use of an artificial neural network does
not reduce the amount of calculations. It also should
be noted that previous models had various limitations
in sound quality evaluation. The model developed by
Xing et al. (2016) predicted loudness and sharpness
but did not estimate roughness and tonality. Pour-
seiedrezaei et al. (2019) have shown that there was
only weak correlation between the energy matrices at
the inputs of the neural network and the prediction
of roughness and tonality at the outputs. Thus, two
other indices, i.e., the mean and standard deviation of
each subsignal were added to the inputs of the ANN
to estimate all the sound quality metrics.

The aim of the present study was to develop
a model for the prediction of sound pleasantness that
could be implemented in real time active sound quality
control (ASQC) systems, such as those used in neona-
tal intensive care units (NICU). It was assumed that
the model would have the possibly lowest computa-
tional load while meeting the calculation accuracy re-
quirements for real time active noise control (ANC)
systems (Kuo, Morgan, 1996). In the present study
an analytical wavelet transform (AWT) was designed
to create a filter bank corresponding to the critical
band model of signal processing in the auditory system.
The modified model, called OAWT-BPNN (optimised
analytical wavelet transform – back propagation neu-
ral network), is a combination of an optimised AWT
and a back propagation neural network (BPNN).

2. Background theory

2.1. Psychoacoustic metrics

Pleasantness is predicted from the calculations of
loudness, sharpness, roughness, and tonality. A de-
tailed description of those metrics is available in the
literature (Fastl, Zwicker, 2007). Pleasantness is
calculated in MATLAB using Eq. (1) from Fastl and
Zwicker (2007) and implemented in the LabVIEW
Sound and Vibration Toolkit (NI-Tutorial-1526, 2013;
Technical note, 2015):

P = e−0.55Re−0.113S (1.24 − e−2.2T ) e−(0.023L)
2

, (1)

where P denotes pleasantness, L – loudness, S – sharp-
ness, and T – tonality.

2.2. Artificial neural network

In most applications the back propagation (BP) al-
gorithm has been used to train the neural network. In
the present algorithm the weights and thresholds of the

network are computed through the gradient of the er-
ror. If the ANN output does not reach the desired value
the computation process moves backwards to adjust
the weights with the BP algorithm. Any continuous
nonlinear function can be estimated by a three layer
back propagation neural network (Hecht-Nielsen,
1992).

To minimise the training error the transfer func-
tions f1 and f2 are selected as logsig and purelin, re-
spectively (Pourseiedrezaei et al., 2019). The train-
ing error is computed as the mean square error (MSE)
between the predicted and desired outputs, defined by
Eqs (2a) and (2b).

E = 1

2

q

∑
k=1

Ek
(q ⋅m) , (2a)

in which
Ek =

m

∑
i=1

(yki − dki )2, (2b)

where q is the number of training samples, m is the
number of outputs, yki and dki are the actual and de-
sired outputs of the i-th node for the k-th training
sample. The formula for updating the weights between
network layers is (Fausett, 1994):

wp = (1 − α)wp−1 − η (∂E
∂w

), (3)

where w is the weight between network layers, p de-
notes the number of training samples, η is the learning
rate, and α (0 ≤ α ≤ 1) is the momentum coefficient.

One of the most effective parameters in the neu-
ral network performance is selecting the initial weights
and thresholds (Jaddi, Abdullah, 2018; Zhang
et al., 2007). A particle swarm optimisation (PSO) al-
gorithm is used to optimise the initial values of weights
and thresholds (Pourseiedrezaei et al., 2019). The
particle swarm is created in an N -dimensional search
space, using Eq. (4)

N = ninh + nhno + nhbias
+ nobias , (4)

where ni, nh, and no are the number of neurons at the
input and the numbers of hidden and output layers of
the neural network, respectively, and nhbias

and nobias

are the numbers of biases in the hidden and output
layers. The fitness function is the mean square error
(MSE) calculated from Eq. (2).

2.3. Analytic wavelet transform (AWT)

Owing to its fine time-frequency resolution AWT
is an efficient way for analysing non-stationary sig-
nals. The selection of a suitable mother wavelet is the
main point in the wavelet decomposition. The mother
wavelet of the AWT is defined as:

ψ(t) = g(t)ejηt, (5)
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where j2 = −1, η is a parameter related to the frequency
and g(t) is a real value function, usually a Gaussian:

g(t) = 1

(σ2π)1/4
e−t

2
/2σ2

(6)

where σ determines the shape of the Gaussian func-
tion. The wavelet transformation of sound signal f(t)
is defined as:

W (u) =
+∞

∫
−∞

1

s
f(t)g ( t − u

s
) e−j η(t−u/s) dt

= conv (f(t), hs(t)), (7)

hs(t) = 1

s
g (1

s
) ej η(t/s),

where s is the scale factor, and u is the shift factor.
The Fourier transforms of g(t) and ψ(t) are described
as follows:

ĝ(ω) = (4πσ2)1/4e−σ
2ω2

, ψ̂(ω) = ĝ(ω − η). (8)

3. Design of an optimal wavelet analytic
transform (OAWT) for nonstationary

signal decomposition

To decompose the signal into 24 critical bands the
wavelet parameters (η, σ, s) should be tuned in ac-
cordance with the critical bands. The frequency para-
meters of the mother wavelet: the lower limit frequen-
cy, the upper limit frequency, and the centre frequency
correspond exactly to those used in Zwicker’s critical
band model (Fastl, Zwicker, 2007).The centre an-
gular frequency ωc, based on Eq. (8) is:

ωc = 2πfc =
η

s
, (9)

where fc is the band’s centre frequency, and η and s
denote the frequency shifting factor and the scale fac-
tor, respectively.

Similarly, the lower and the upper limits for angular
frequencies are defined as:

ωl = 2πfl, ωu = 2πfu. (10)

The energy difference between the centre and lower
limit frequencies of the wavelet is expressed as:

∆dBl = 20 ∣log10

ĝ(η − sωl)
ĝ(η − sωc)

∣ = 10
σ2 η2 (1 − ωl

ωc
)
2

loge 10
. (11)

Similarly, for the energy difference between the cen-
tre frequency and the upper limit frequency of wavelet:

∆dBu = 20 ∣log10

ĝ(η − sωu)
ĝ(η − sωc)

∣ = 10
σ2 η2 (1 − ωu

ωc
)
2

loge 10
. (12)

The energies of the upper and lower limit frequen-
cies are half of that of the centre frequency and are
equal to ∆dBl = ∆dBu = 3 dB therefore:

ωc − ωl = ωu − ωc. (13)

Accordingly,

(1 − ωl
ωc

)
2

=(ωc − ωl
ωc

)
2

=(ωu − ωc
ωc

)
2

=(1 − ωu
ωc

)
2

. (14)

Considering Eqs (11)–(14), we may write:

σ2η2 = 3 ⋅ loge 10

10 (1 − ωu

ωc
)
2
= 3 ⋅ loge 10

10 (1 − ωl

ωc
)
2
. (15)

Having ωc, ωl and ωu values for each critical band,
Eq. (15) is equal to a constant value that is represented
by Γ . Assuming that σ = 1 (Zhu, Kim, 2006):

η =
√
Γ . (16)

Based on Eqs (9) and (15), the transform parame-
ters are obtained for each of the 24 critical bands. By
choosing the OAWT parameters, as shown in Table 1,
a suitable sound quality evaluation model is obtained.

Table 1. Optimal mother wavelet parameters based on 24
critical bands, calculated from Eqs (9) and (15).

Wavelet
Frequency

band
[Hz]

Scale
factor
[s]

Frequency
shifting factor

(η)
1 0–100 0.002646 0.831129
2 100–200 0.002646 2.493387
3 200–300 0.002646 4.155645
4 300–400 0.002646 5.817903
5 400–510 0.002405 6.875704
6 510–630 0.002205 7.895726
7 630–770 0.001890 8.311291
8 770–920 0.001764 9.364054
9 920–1080 0.001653 10.389113
10 1080–1270 0.001392 10.279754
11 1270–1480 0.001260 10.883833
12 1480–1720 0.001102 11.081721
13 1720–2000 0.000945 11.042143
14 2000–2320 0.000827 11.220242
15 2320–2700 0.000696 10.979652
16 2700–3150 0.000588 10.804678
17 3150–3700 0.000481 10.351335
18 3700–4400 0.000378 9.617351
19 4400–5300 0.000294 8.957724
20 5300–6400 0.000241 8.840191
21 6400–7700 0.000204 9.014554
22 7700–9500 0.000147 7.941900
23 9500–12000 0.000106 7.147710
24 12000–15500 0.000076 6.530180
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3.1. Feature extraction based on OAWT

OAWT is a kind of wavelet transformation with ad-
justable independent resolution in individual frequency
bands, therefore it can be used for decomposing the
signal into the frequency bands corresponding to those
of the human hearing system, described in the criti-
cal band model (Fastl, Zwicker, 2007). Figure 1
shows an example of signal decomposition with the use
of OAWT.

The model presented in (Xing et al., 2016) esti-
mates only the loudness and sharpness of sound and
cannot be used for the prediction of roughness
and tonality (see Pourseiedrezaei et al., 2019). To
estimate roughness and tonality two other statistical
indices are added in the present model which are the
mean and the standard deviation of the OAWT out-
put scalogram used as the ANN input. The sound is
analysed in the time and in the frequency domains.
The temporal masking effects in the human auditory
system are reflected by setting the sound resolution to
50 ms in the time domain and the frequency masking
is taken into account by setting the frequency interval

Fig. 1. Example of signal decomposition with the use of OAWT.

Fig. 2. Block diagram of the OAWT model for the extraction of the sound feature matrix.

to 24 critical bands. Thus, each sound signal is parti-
tioned into 24 ×T/50 ms blocks where T is signal du-
ration and 50 ms is the frame length commonly used
in psychoacoustics (Fastl, Zwicker, 2007).

A block diagram of the OAWT model for extract-
ing the sound features is shown in Fig. 2. The sound
signal is first divided intoM frames of 50 ms, then each
frame is divided into 24 sub-signals by the OAWT. The
energy value Ei for each subsignal is obtained as:

Ei =∑
t

[ai(t)]2 ∆t, (17)

where ai(t) and ∆t are the amplitude of the i-th sub-
signal and the time interval of ai(t).

The mean and standard deviation of the scalogram
is calculated for each sub signal from Eqs (18) and (19):

µ = 1

N

N

∑
i=1

Scali, (18)

σ2 = 1

N − 1

N

∑
i=1

(Scali − µ)2 , (19)
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where the scalogram of the signal is contained in Scal1
through ScalN , i is an index from 1 to N , N is the
number of samples, µ is the mean scalogram, and σ is
the standard deviation of the scalogram.

The total feature matrix, extracted by juxtapo-
sing the feature blocks of n signals with a size of
n× (24× 3×T/50) is fed to the BPNN. The outputs
of the BPNN, which are the sound quality matrices
(SQM), are expressed as:

SQM = [Loudness Sharpness Roughness Tonality]T.
(20)

3.2. Development of the model for sound quality
prediction

In order to verify the model a sound database was
selected to incorporate the model into an ASQC sys-
tem for neonatal intensive care units (NICU). One of
the criteria for NICU ranking is the quality of the
acoustic environment (Dunn et al., 2013). Noise is
produced in NICU facilities by equipment and human
activity, and the noise levels can be considerably in-
creased by baby crying (Olbrych, 2010).

In this study the Oxford vocal (OxVoc) sounds
database was used for extracting the sound indices.
The OxVoc is a collection of natural affective vocal
sounds from infants and adults (Parsons et al., 2014).
The database consists of 173 nonverbal sounds repre-
senting various emotional states. Non-verbal vocalisa-
tions are useful for recognising the psychological fea-
tures, as such sounds do not involve any individual
characteristics and do not pose the problem of authen-
ticity. To predict the sound quality the extracted sound
features must be mapped against the corresponding
psychoacoustic metrics. For this purpose a BPNN has
been employed with a PSO algorithm used to deter-
mine the BPNN initial weights and threshold. The suc-
cessive steps in predicting the objective psychoacoustic
parameters are as follows (Fig. 3):
Step 1: Identification of the input and output nodes

with the consideration of three characteristics,
including energy, mean, and standard devia-
tion scalogram of the output sub signals of the

Fig. 3. Block diagram of a OAWT-BPNN model for predicting psychoacoustic metrics
(Pourseiedrezaei et al., 2019).

OAWT. The number of neurons in the input
layer is 3×24 = 72. The number of output layer
neurons is 4 to represent loudness, sharpness,
roughness, and tonality. The pleasantness in-
dex is obtained from Eq. (1).

Step 2: Selection of the hidden layer neurons: the num-
ber of neurons in the hidden layer is set to 12
(Pourseiedrezaei et al., 2019).

Step 3: Determination of f1 and f2, which are the net-
work transfer functions in the hidden layer and
the output layer. Logarithmic sigmoid and lin-
ear functions are used for f1 and f2, respec-
tively (Pourseiedrezaei et al., 2019).

Step 4: Optimisation of the initial weights and thresh-
olds of the BPNN using the PSO algorithm.

Step 5: Training of the BPNN.
Step 6: Computation of the hidden layer and the out-

put layer values.
Step 7: Determination of the MSE of the network

(Eq. (2)).
Step 8: Updating of the weights and the thresholds of

the neural network (Eq. (3)).
Step 9: If the obtained MSE is less than a predeter-

mined value, the BP algorithm stops.

3.3. Architectural design of the PSO-BPNN

It should be noted that 70%, 15%, and 15% of
the sound samples were randomly used for network
training, validation, and testing the neural network.
An accurate prediction model can only be obtained
when the network training parameters are determined
correctly. In this study a three layer neural network
was chosen to predict the SQ metrics. The neural net-
work consists of 72 neurons in the input layer, corre-
sponding to the sound feature vector in the form of
X = [x1, x2, ..., x72]T and four neurons in the output
layer in the form of Y = [y1, y2, y3, y4]T which corre-
sponds to loudness, sharpness, roughness, and tonality.
The structure of the BPNN was presented in a previous
study (Pourseiedrezaei et al., 2019). Table 2 gives
a summary of the optimal parameters.
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Table 2. Optimal parameters for the PSO-BPNN model.

Type of algorithm Parameters Value

BP

Number of the hidden layers 1
Number of neurons in the input layer 72
Number of neurons in the hidden layer 12
Number of neurons in the output layer 4

Transfer function of the input-hidden layer Logsig
Transfer function of the hidden-output layer Purelin

Training function Levenberg-Marquardt
Momentum factor 0.9
Learning rate 0.5

Training target of MSE 0.001
Testing performance MSE

PSO

Population size of PSO 200
Max generation 100

Acceleration factors 2
Inertial factor 0.7 to 0.4

Particle dimension 928

Fig. 4. Training performance of the OAWT-BPNN model.

Figure 4 shows a performance curve of the trained
PSO-BPNN model. The abscissa is the number of
epochs and the ordinate is the network prediction er-
ror. The data indicate that the validation and testing
sets are rapidly reduced and the network becomes sta-
ble at the 53rd repetition and converges to an error
of 0.001, which means that the network parameters
were well chosen for sound quality estimation of non-
verbal sounds.

Before network training all data should be nor-
malised to a [−1,1] interval in order to eliminate the
magnitude effect of the data and secure the model
against a high prediction error. Normalisation is made
using Eq. (21):

x′i = (xi − xmin)/(xmax − xmin), (21)

where x′i is the normalised value and xmin and xmax

are the minimum and maximum values.

4. Results, analysis, and discussion

Figure 5 shows – in individual panels for loud-
ness, sharpness, roughness, and tonality – the nor-
malised error between the calculations made with the
use of psychoacoustic models (Zwicker, Fastl, 2007)
and values predicted from the OAWT-BPNN model.
It is apparent in Fig. 5 that the values predicted
form the OAWT-BPNN model are in good agreement
with the psychoacoustic model.

Figure 6 shows the regression plots of the OAWT-
BPNN model and the corresponding psychoacoustic
model. All the R-squared coefficient values given in in-
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a) b)

c) d)

e)

Fig. 5. Normalised error between the calculations made with the use of psychoacoustic models (Fastl, Zwicker, 2007)
and the OAWT-BPNN model. Individual panels show the data for: a) normalised loudness, b) normalised sharpness,

c) normalised roughness, d) normalised tonality, e) normalised pleasantness.

dividual panels in Fig. 6 are greater than 0.9, which
indicates that the OAWT-BPNN model predicts the
psychoacoustic characteristics of sound with a high ac-
curacy.

Figure 7 shows the RMS prediction error for the
present OAWT-BPNN model and the WPT-BPNN
model described in a previous paper (Pourseiedre-
zaei et al., 2019). The data indicate that the present
model is more accurate than the previous one.

To further verify the present model a feature ma-
trix for a sound sample (crying) was fed into the
trained OAWT-BPNN algorithm for predicting loud-
ness, sharpness, roughness, tonality, and pleasantness.

Figure 8 shows the difference (error) between the out-
puts of the OAWT-BPNN model and the WPT-BPNN
model calculated relative to the predictions made with
the use of Zwicker’s model (Zwicker, Fastl, 2007).
The data plotted in individual panels in Fig. 8 indicate
that the OAWT-BPNN model yields lower error than
the previous WPT-BPNN model.

Table 3 shows a comparison of computation load
in the calculation of the psychoacoustic indices with
the use of psychoacoustical models (Fastl, Zwicker,
2007) implemented in commercial software (Lab-
VIEW) (NI-Tutorial-1526, 2013; Technical note, 2015),
and with the use of the WPT-BPNN and the OAWT-
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a) b)

c) d)

e)

Fig. 6. Regression plots of the outputs of the proposed model with the corresponding psychoacoustic models outputs for
normalised parameters: a) loudness, b) sharpness, c) roughness, d) tonality, e) pleasantness.

BPNN models. The data show the time used to calcu-
late the loudness, sharpness, roughness, tonality, and
pleasantness of a randomly chosen sample with the
use of a computer with an Intel Core 2 Duo 2.66GHz

processor and RAM 4 GB RAM. The data indicate
that the OAWT-BPNN requires much less computa-
tional load than the other algorithms compared in Ta-
ble 3.
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Fig. 7. RMS error of the OAWT-BPNN model and WPT-BPNN model.

a) b)

c) d)

e)

Fig. 8. Difference between the outputs of the WPT-BPNN the OAWT-BPNN models calculated relative to the predictions
made with the use of Zwicker’s psychoacoustic model (Fastl, Zwicker, 2007). The individual panels show the data for

loudness, sharpness, roughness, tonality, and pleasantness.
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Table 3. Comparison of computational time used for the calculation of psychoacoustic metrics.

MATLAB Code LabVIEW Sound and Vibration Toolkit WPT-BPNN OAWT-ANN
Computational time [s] 1.6659 1.5609 0.7141 0.0895

5. Conclusions

In this paper a modified intelligent model, devel-
oped by combining the OAWT and PSO-BPNN mod-
els, was proposed for the determination of the sound
quality metrics for using in a real time SQE system.
The results show that the OAWT-BPNN model can
accurately predict the loudness, sharpness, roughness,
tonality, and pleasantness indices. An advantage of the
new model is in its higher accuracy of prediction of
psychoacoustic metrics and much lower computational
load, in comparison to previous models.

The model was verified in the present study with
the use of samples of non-verbal vocalisations. The re-
sults show that the model is suitable for sound qual-
ity evaluation in real time active sound quality control
systems, such as those used in neonatal intensive care
units.
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