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Abstract: The artificial bee colony (ABC) intelligence algorithm is widely applied to
solve multi-variable function optimization problems. In order to accurately identify the
parameters of the surface-mounted permanent magnet synchronous motor (SPMSM), this
paper proposes an improved ABC optimization method based on vector control to solve the
multi-parameter identification problem of the PMSM. Because of the shortcomings of the
existing parameter identification algorithms, such as high computational complexity and
data saturation, the ABC algorithm is applied for the multi-parameter identification of the
PMSM for the first time. In order to further improve the search speed of the ABC algorithm
and avoid falling into the local optimum, Euclidean distance is introduced into the ABC
algorithm to search more efficiently in the feasible region. Applying the improved algorithm
to multi-parameter identification of the PMSM, this method only needs to sample the stator
current and voltage signals of the motor. Combined with the fitness function, the online
identification of the PMSM can be achieved. The simulation and experimental results show
that the ABC algorithm can quickly identify the motor stator resistance, inductance and
flux linkage. In addition, the ABC algorithm improved by Euclidean distance has faster
convergence speed and smaller steady-state error for the identification results of stator
resistance, inductance and flux linkage.
Key words: artificial bee colony algorithm, Euclidean distance, online identification, pa-
rameter identification, surface-mounted permanent magnet synchronous motor

1. Introduction

Permanent magnet synchronous motors (PMSMs) have the advantages of small size, simple
structure, high power density, stable performance, etc., and they are widely applied in high-
performance industrial fields. In actual motor operation control systems, the motor parameters
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are constantly changing with the change of the motor’s service time, temperature and other
operating conditions, which will lead to the decline of the motor control performance, hence
affect the motor’s operating state. Therefore, the identification of motor parameters is conducive
to the stable operation of the motor. In motor vector control, the current loop PI controller’s
parameter tuning is usually based on the stator resistance, the dq-axis inductance and the rotor
flux linkage. The accurate identification and acquisition of these parameters has been widely
concerned by scholars globally.

Online parameter identification is one of the research hotspots in the field of motor control.
The main research methods include the recursive least square algorithm [1–3], model reference
adaptive system [4], extendedKalmanfilter algorithm [5], neural network algorithm [6–8], particle
swarm optimization [9–16] and artificial bee colony (ABC) algorithm [17, 18], etc. Ref. [1–3]
adopted the recursive least squares method. This method is widely applied because of its simple
calculation feature. However, due to a large amount of calculation data, the data is easy to saturate,
and real-time parameter updates are prone to problems. Ref. [4] used a model reference adaptive
algorithm and applied fuzzy control to it, but the accuracy of the identification parameters with
this method depends on the adjustment of the PI parameters, and improper selection of parameters
will cause large identification errors. Ref. [5] suggested the extended Kalman filter algorithm to
try to reduce the influence of noise interference and achieve better parameter identification results.
However, because more matrix operations are involved in the calculation process, the calculation
complexity is high, whichwill cause the accumulation of errors and cause the algorithm to diverge.
Ref. [6–8] brought up a neural network algorithm to identify the parameters of the motor. This
method reduces the steady-state error of motor parameters and improves the convergence speed
of identification parameters. However, the stability of the identification effect and the speed of
convergence are highly dependent on the convergence factor, and the degree of convergence of the
algorithm is very sensitive to data training. Ref. [9–16] all used particle swarm optimization, and
Ref. [11] proposed a global parameter identification method of the PMSM, but the convergence
of the algorithm has not been proved theoretically, which limits the practical application of the
algorithm. Ref. [17, 18] respectively carried out theoretical analysis and algorithm application
of the ABC algorithm, but they failed to apply it in the motor field to solve the parameter
identification problem of the PMSM.

In order to solve the above problems, this paper proposes to apply an improved ABC algorithm
to the multi-parameter identification problem of the PMSM. First of all, this paper constructs
the full-rank equation of the PMSM motor model through the instantaneous injection of the
id , 0 negative current in the d-axis of the PMSM stator and id = 0 vector control for parameter
identification. Then, by analyzing the operating mechanism of the ABC algorithm and combining
it with PMSM parameter identification, an improved ABC algorithm is proposed based on
Euclidean distance. Finally, the improved algorithm is used to identify the stator resistance,
inductance and flux linkage of the PMSM and the experiment verifies that the improved algorithm
has faster convergence speed and smaller steady-state error.

2. Mathematical model of PMSM

For the surface-mounted permanent magnet synchronous motor (SPMSM) [19], when eddy
current loss, iron loss and magnetic saturation are ignored, the voltage equations in the dq
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synchronous rotating coordinate system are:




ud = Rsid − ωeLqiq + Ld
did
dt

uq = Rsiq + ωeLdid + ωeψ f + Lq

diq
dt

, (1)

where: id and iq represent the stator current of the dq-axis, respectively; ud and uq represent the
stator voltage of the dq-axis, respectively; Ld and Lq represent the inductance of the dq-axis,
respectively; ωe is the angular speed of the motor; Rs is the stator resistance; and ψ f is the rotor
flux linkage.

The vector control adopts id = 0 control strategy, and since the differential term of the dq-axis
current is approximately equal to 0 when the motor is running stably, Eq. (1) can be simplified to:




ud = −ωeLqiq

uq = Rsiq + ωeψ f

. (2)

Since the research object is a surface-mount PMSM, the d-axis inductance Ld is approximately
equal to the q-axis inductance Lq , that is, Ld = Lq = Ls , where Ls is the motor inductance.
Thus, Eq. (2) can be simplified to:




ud = −ωeLsiq

uq = Rsiq + ωeψ f

. (3)

It can be seen from Eq. (3) that the motor inductance Ls can be identified by the steady-
state d-axis voltage, q-axis current and motor speed. However, for the identification of the stator
resistance Rs and rotor flux linkageψ f , the equations have under-rank problems, and the equations
will get countless solutions. To solve the coupling problem between parameters, a id , 0 negative
current strategy of instantaneous injection to the d-axis can be used [7]. Figure 1 is the d-axis
instantaneous negative sequence current injection waveform.

1T 2T 3T

0

id (A)

t (ms)

id =0

Fig. 1. The d-axis instantaneous negative sequence current injection waveform

When in section T1 − T2, the d-axis voltage equation is:

ud (t2) = Rsid (t2) − ωe (t2)Ls (t2)iq (t2), (4)

where t2 ∈ (T1, T2).
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When in section T2 − T3, the d-axis voltage equation is:

ud (t3) = −ωe (t3)Ls (t3)iq (t3), (5)

where t3 ∈ (T2, T3).
Since the change of the q-axis current mainly depends on the load torque, and the action time

of the d-axis current is short, the response speed of the current loop is much greater than that
of the speed loop, hence iq (t2) = iq (t3), ωe (t2) = ωe (t3). It is assumed that the injection of the
d-axis current will not change the inductance value. Equation (5) minus Eq. (4) gives:

ud (t3) − ud (t2) = Rsid (t2). (6)

From Eq. (6), it can be seen that the stator resistance can be identified according to the
difference between the change of the d-axis current and voltage. The rotor flux linkage ψ f can be
identified by the q-axis voltage in Eq. (2). Therefore, the full-rank equation of the PMSM motor
model is constructed under the two states of instantaneous injection of the id , 0 negative current
and id = 0 vector control to the d-axis of the PMSM stator for parameter identification.

3. Parameter identification of PMSM based on ABC algorithm

3.1. Artificial bee colony algorithm
The ABC algorithm is a global optimization algorithm based on group intelligence proposed

by Karaboga in 2005. The algorithm does not need to consider the specific information of the
problem, and it only needs to compare the pros and cons of the problem and find the optimal
solution to the global problem through the individual behavior of each artificial bee.

The ABC algorithm is to simulate the actual bee collecting honey to solve the problem.
Artificial bees are divided into three categories: employed bees, onlooker bees and scout bees.

The algorithm can be divided into the following phases:
1. Initialization phase
Suppose the number of honey sources is SN, the solution space of the problem is d-

dimensional, and the i-th honey source is the i-th corresponding solution Xi = {xi1, xi2, . . . , xiD }.
The fitness value of Xi is fiti , where i = 1, 2, . . . , SN and d = 1, 2, . . . , D.

xmax
d

and xmin
d

are the maximum and minimum values of the d-th dimension. Employed bees
search for possible solutions according to the following Eq. (7):

xid = xmin
d + r

(
xmax
d − xmin

d

)
, (7)

where r is a random number on the interval [0, 1].
2. Employed bee phase
The employed bees seek new food sources from thei-th food source according to Eq. (8):

x ′id = xid + φid (xid − xkd), (8)

where φid is a random number on the interval [–1, 1] and k , i. The ABC algorithm generates
a new solution X ′i = {x

′
i1, x ′

i2, . . . , x ′iD }, and utilizes a greedy selection strategy to compare with
the original solution Xi = {xi1, xi2, . . . , xiD }, eventually keeping the better solution.
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3. Onlooker bee phase
The employed bees share food source information with onlooker bees, and randomly switch

from employed bees to onlooker bees according to probability Eq. (9):

pi =
fiti

S j∑
j=1

fitj

. (9)

The fitness value fiti is calculated by Eq. (10):

fiti =



1
1 + f (xi)

, f (x) ≥ 0

1 + | f (xi) | , f (x) < 0
, (10)

where f (x) is the function value of the solution.
Then according to Eq. (8), search in the neighbourhood of the selected solution, calculate the

fitness value, and use the greedy selection strategy to retain the better solution.
4. Scout bee phase
If the fitness value of a food source is not found within the set limit times, then the food source

will be discarded. Correspondingly, the employed bee is transformed into the scout bee, and the
scout bee searches for a new source of nectar according to Eq. (7). Figure 2 is a flowchart of the
ABC algorithm.

Initialize population

Start

Calculate fitness value for food sources provided 
by employed bees according to Eq. (7-8)

Calculate probability of selection by Eq. (9)

Employed bees uses roulette to transform into 
onlooker bees

Calculate fitness value and save solutions by 
greedy selection strategy

Abandoned solutions exist

Scout bees transfer to employed bees, 
random search food sources by Eq. (7)

Record the best solution

Termination conditions reached

Output results

End

Y
N

Y
N

Fig. 2. Flow chart of ABC algorithm
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3.2. Improved artificial bee colony algorithm
When the onlooker bees are looking for a new food source according to Eq. (8), they will

find it from SN foods again. To make finding a food source more efficient, xid in Eq. (8) can be
redefined as xbest

id
by Eq. (11).

xbest
′

id = xbestid + φid
(
xbestid − xkd

)
. (11)

At the end of the employed bee phase of the ABC algorithm, the Euclidean distance d(i, j)
can be calculated according to Eq. (12):

d(i j) =

√√√
D∑
d=1

(
xid − x jd

)2
. (12)

Then calculate the average Euclidean distance mdm by Eq. (13):

mdm =

SN∑
j=1

d(i, j)

SN − 1
. (13)

When d(i j) ≤ r∗mdm assume the food sources are Xi , where X j =
{
x j1, x j2, . . . , x jD

}
, and r

is the radius of the neighbourhood, and r ≥. When r = 0, because of xbest
id
= xid , Eq. (11) is equal

to Eq. (8), and the improved ABC algorithm will be transformed into the ABC algorithm. Then
calculate the fitness value of X j , assuming that the number of X j is m, select the food source with
the largest fitness value as the best food source xbest

id
according to Eq. (14):

fit
(
xbestid

)
= max

(
fit(x1

id), fit(x2
id), . . . , fit(xmid)

)
. (14)

3.3. Parameter identification based on improved artificial bee colony algorithm
In the improvedABC algorithm, the parameter identification problem of the PMSM is actually

an optimization problem in the iterative calculation process. The adjustable model is continuously
adjusted through the fitness function until the systemparameters are identified. The fitness function
is shown in Eq. (15).

f (x) =
(
id1 − îd1

)2
+

(
iq1 − îq1

)2
+

(
id2 − îd2

)2
, (15)

where: id1 and iq1 are measured by the motor in the control mode of id = 0, îd1 and îq1 are
calculated by the motor in the control mode of id = 0, id2 is the given d-axis current value of the
motor in the control mode of id , 0, îd2 is the calculated value of the motor in the control mode
of id , 0. Figure 3 shows the schematic diagram of PMSM parameter identification based on the
improved ABC algorithm.

The following are the steps of PMSM parameter identification based on the improved ABC
algorithm.
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Fig. 3. Schematic diagram of PMSM parameter identification with improved ABC algorithm

Step 1. Initialize the number of food sources N , the dimension of the solution space is set
to 3, the number of iteration times for any food source is limited to lim, and set the range of the
parameters to be identified, including Rs , Ls , and ψ f ;

Step 2. Generate an N ∗ 3 solution space according to Eq. (7);
Step 3. In the newly generated N ∗ 3 space, each group of food sources generates a new group

of food sources according to Eq. (8);
Step 4. Collect and save the actual values of dq-axis current and voltage in id = 0 and id , 0

modes, and calculate dq-axis current and voltage by the full-rank equation constructed by Eq. (3)
and Eq. (6) where each new food source generated by Eq. (8) and its corresponding old food
source are substituted;

Step 5. Substitute the actual value and the calculated value into the fitness function, i.e.,
Eq. (15), and then substitute the result into Eq. (10) to obtain the fitness value and record it,
compare the size of the two fitness values in each group, and keep the larger fitness value
corresponding food information;

Step 6. Calculate and record the Euclidean distance between one group of food sources and
other food sources according to Eq. (12);

Step 7.Calculate the average Euclidean distance according to Eq. (13), retain the food sources
which have less distance than the average Euclidean distance, calculate its fitness value, and retain
the food source corresponding to the largest fitness value. Cycle N times of this step, and a new
N ∗ 3 food space can be obtained;

Step 8. According to probability Eq. (9), in the new N ∗ 3 food source space, the employed
bee is transformed to the onlooker bee;
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Step 9. Onlooker bees generate a new food source space by Eq. (8), and then repeat steps 3
and 4 to update the food source information;

Step 10. If the fitness value of a food source is not found within the lim times of the set value,
the food source will be discarded and return to step 2. Otherwise, a group of best food sources
will be output by comparing the fitness value in the entire food source space.

Figure 4 is a structural diagram of an online parameter identification system for the PMSM
based on an improved ABC algorithm with vector control. It can be seen from Fig. 4 that ud , uq ,
id , iq and ωe collected in the vector control system of the PMSM are the input of the improved
ABC algorithm. After the iterative calculation of steps 1–10 mentioned above, the Rs , Ls , and
ωe output by the algorithm are returned to the dq-axis current PI regulator of the PMSM vector
control system, which constitutes the PMSM motor online identification system.
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Fig. 4. Structure diagram of online parameter identification system of PMSM based on improved ABC
algorithm with vector control

4. Simulink simulation analysis

To verify the correctness and effectiveness of the proposed PMSM parameter identification
based on the improved ABC algorithm, this paper establishes a simulation model of the system
based on the vector control system in the MATLAB/Simulink environment, as shown in Fig. 4.
The rated parameters of the motor are shown in Table 1.

Figure 5 shows the simulationwaveforms of the fitness value, stator resistance, inductance, and
flux linkage of the PMSM parameter identification based on the ABC algorithm and the improved
ABC algorithm. The two algorithms are simulated and compared in the MATLAB/Simulink
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Table 1. The rated parameters of PMSM

Parameter Value

Rated power / kW 1

Rated rotating speed / (r/min) 2500

Rated torque / (N·m) 4

Peak torque / (N·m) 12

Rated current / A 4

Rated voltage / V 220

Stator resistance R / Ω 2.59

Line inductance L / mH 8.5

Flux linkage ψ f / Wb 0.0733

Number of pole pairs 4

(a) (b)

(c) (d)
Fig. 5. PMSM parameter identification convergence curves: fitness value (a); resistance (b); inductance (c);

flux linkage (d)
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environment to verify the superiority of the improved ABC algorithm in motor parameter iden-
tification. The motor speed runs at the rated speed of 2500 r/min, the negative current setting is
–2 A, the injection time is 500 ms, and the load torque is 4 N·m. In order to ensure the accuracy
of simulation comparison, the maximum number of iterations of the two algorithms is set to 100,
the numbers of food sources are 10, and the simulation periods are 1 s. The initial domains of
resistance, inductance and flux linkage are [0, 5 Ω], [0, 100 mH] and [0, 1000 mWb], respectively.
The waveform curves of each parameter of the two algorithms for 100 iterations are shown in
Fig. 5, and the simulation results are listed in Table 2.

Table 2. The comparison of simulation results

Parameter Desired point The ABC algorithm The improved ABC algorithm

Identification Error (%) Identification Error (%)

R / Ω 2.59 2.749 6.14 2.550 1.54

L / mH 8.5 8.477 0.27 8.510 0.12

ψ f / Wb 0.0733 0.07184 1.99 0.07358 0.38

From the convergence curves in Fig. 5(a), it can be seen that the ABC algorithm entered the
local search at the 38-th iteration, while the improved ABC algorithm entered the local search at
the 25-th iteration. The improved ABC algorithm has faster iteration speed.

It can be seen from Fig. 6 that the improved ABC algorithm has a better convergence speed
than the ABC algorithm. Compared with the ABC algorithm, the improved ABC algorithm
reduces the number of stator resistance iterations by 12 times and the number of inductance
iterations by 8 times. Meanwhile, the number of flux linkage iterations is reduced by 7 times.

Fig. 6. Comparison of the convergence for key PMSM parameters

It can also be seen from Table 2 that the improved ABC algorithm has higher identification
accuracy, and the results are closer to the real values. Compared with the ABC algorithm, the
improved ABC algorithm reduces the stator resistance error by 4.60% and the inductance error
by 0.15%, while the flux linkage error is reduced by 1.61%. These results show that the improved
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ABC algorithm based on Euclidean distance is more effective in searching for solutions, thereby
increasing the convergence speed of the identification results and reducing the steady-state error.

5. Experimental verification

In order to verify the performance of the parameter identification algorithm under dynamic
operating conditions, the experiments have been performed by using a 1 kW SPMSM and a motor
main control system with TMS320F28069M. The experimental platform is shown in Fig. 7. The
parameters of the PMSM are shown in Table 1.

Fig. 7. The experiment platform

The parameter identification of the PMSM based on the ABC algorithm and the improved
ABC algorithm is respectively verified by experiments. The motor speed is 2500 r/min, the
negative current is given as –2 A, the injection time is 500 ms, and the load torque is 4 N·m. The
motor parameters identified during the experiment are recorded by the upper computer, and the
waveform of the identification result is output in MATLAB, as shown in Fig. 8.

It can be seen in Fig. 8 that the improved ABC algorithm performs better than the ABC
algorithm in the identification of the resistance value, inductance value and flux linkage value of
the PMSM under dynamic operating conditions. Figures 8(a)–8(c) are the results of the parameter
identification of PMSM stator resistance, inductance and flux linkage. The convergence time of
the ABC algorithm for these three parameters is approximately 0.623 s, 0.292 s and 0.613 s,
respectively.Moreover, the convergence time of the improvedABC algorithm for the identification
of these three parameters is about 0.602 s, 0.230 s and 0.602 s, respectively. It can be seen that
introducing Euclidean distance to the ABC algorithm can effectively improve the convergence
speed of the identification. Furthermore, from Figs. 8(a)–8(c), it can be clearly seen that compared
with ABC algorithm, the improved ABC algorithm has better results in steady-state error and
waveform pulsation amplitude of the stator resistance, inductance and flux linkage.
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(a) (b)

(c)
Fig. 8. PMSM parameters identification curves under dynamic operating conditions:

resistance (a); inductance (b); flux linkage (c)

6. Conclusions

This paper presents an instantaneous reverse sequence injection method to solve the parameter
coupling problem in the parameter identification of the PMSM under id = 0 conditioned vector
control, and the full rank equation of the motor model is established. In view of the shortcomings
of the existing parameter identification algorithms, the ABC algorithm is applied to the multi-
parameter identification of PMSMs. Through the analysis of the conventional ABC algorithm
mechanism, an improved ABC algorithm based on Euclidean distance is proposed for the online
identification of the stator resistance, inductance value and flux linkage parameters of PMSMs,
and the two algorithms have been simulated and experimented. The research results show that
compared with the conventional ABC algorithm, the improved ABC algorithm has faster conver-
gence speed and smaller steady-state error in parameter identification. In addition, the algorithm
has wide adaptability and strong robustness, and can also be applied to other multi-variable
optimizations.
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