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Abstract
Reliable measurement uncertainty is a crucial part of the conformance/nonconformance decision-making
process in the field of Quality Control in Manufacturing. The conventional GUM-method cannot be applied
to CMM measurements primarily because of lack of an analytical relationship between the input quantities
and the measurement. This paper presents calibration uncertainty analysis in commercial CMM-based
Coordinate Metrology. For the case study, the hole-plate calibrated by the PTB is used as a workpiece.
The paper focuses on thermo-mechanical errors which immediately affect the dimensional accuracy of
manufactured parts of high-precision manufacturers. Our findings have highlighted some practical issues
related to the importance of maintaining thermal equilibrium before the measurement. The authors have
concluded that the thermal influence as an uncertainty contributor of CMM measurement result dominates
the overall budgets for this example. The improved calibration uncertainty assessment technique considering
thermal influence is described in detail for the use of a wide range of CMM users.
Keywords: coordinate measuring machine, coordinate metrology, uncertainty, quality control, thermal
influence.
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1. Introduction

Nowadays the competition among the producers requires them to not only produce low cost
products, but alsomaintain a high performance level.CoordinateMeasuringMachines (CMM) are
currently broadly used in themanufacturing industry to meet that demand. ACMM is ameasuring
system used to measure the physical geometrical parameters of an object, and a CMM is perfectly
tailored to the need for inspection control, which is growing rapidly. The main reason for this is
driven by the fact that our global world is at the start of a new industrial revolution.

High quality inspection performance is one of the major factors of evaluating the quality of
products in manufacturing. Single inspection tasks of a product are performed with commonly
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used (1D) inspection measurement instruments, such as Vernier calipers, screw micrometers and
others. For more complex inspection tasks, e.g. geometrical tolerances or repetitive measure-
ments, conventional CMMs are used. The ISO 10360-2 [1] standard requires that all decisions
regarding conformance to specifications follow the rules listed in [2].

The main point of inspection is primarily related to ensuring compliance with the tolerance
requirements of dimensional properties. On the one hand every measurement is only an estimate
of the true value, on the other hand, uncertainty, according to standardized rules, identifies where
the true value of measurement result is within a certain range [3].

We have already witnessed that the ISO 14253 [2] standard provides clear guidance about
the necessity in allowing for the accuracy of the measuring instrument by reducing the size of
the acceptance band. However, the main problem arises when a measurement result falls close
to the upper or lower specification limit. The latter case with various examples is explained
in detail in reference [4]. Thus, there is considerable interest in having access to measurement
instruments with better accuracy – unfortunately these are usually more expensive to purchase,
and may involve additional expenses such as special air-conditioned rooms or a longer measuring
period [5].

It is well known that Part 1 of the ISO 15530 standard [6] provides clear uncertainty evaluation
methods for sensitivity analysis [7], use of calibrated artefacts [8] as well as those for users
of Virtual Coordinate Measuring Machines (VCMM) [9–11]. Practically, the best method for
estimating measurement uncertainty is the one based on the use of calibrated artefacts described
in [11, 12]. However, if a material standard is used at other temperatures, the calibration and the
verification are not necessarily valid, and additional error is present due to unknown thermal
expansion coefficient (CTE). Consequently, this increases the total uncertainty budget [13]. The
outcome of our research contained in the teams’ last paper [8] clearly stated that the expanded
uncertainty in the low industrial conditions was double that of the improved industrial conditions
in the total uncertainty budget of the given study. Finally, because CMMs are installed on a typical
shop floor, environmental temperatures may vary. In the experimental part of this research, only
some major points were examined in order to pay special attention to thermal influences. It should
be noted that the definition of error in this research was based on the measurement difference
between a known value from the PTB (Physikalisch-Technische Bundesanstalt – the National
Metrology Institute of Germany) and a measured value from a CMM. A similar approach is
presented in the standard [14], where the uncertainty being evaluated only quantifies how accurate
the test is. In comparison with our task specific uncertainty, the test uncertainty described in the
standard [14] is only an indication of the quality of the test, and not an evaluation of CMM
performance.

A similar uncertainty assessment approach for time-varying temperature environment can be
found [15]. However, it is inherently not suitable for easing up the calculation method and still
has not been implemented in measurements of calibration uncertainty for a variety of workpieces.
In [16] there is presented an uncertainty evaluation model (distance between a point and a plane
defined by 3 points) which enables uncertainty evaluation for different measuring tasks. The
limitation of this approach is that the uncertainty assessment techniquewould only be applicable to
estimating the discussed cases of position and out-of-plane parallelism of axes. In [17] the authors
perform an analysis of various elements to be considered in the implementation uncertainty of
circular features. Another research was conducted [18] to compare two uncertainty combined
methods based onGuide to the Expression of Uncertainty inMeasurement (GUM)with theMonte
Carlo method. The feasibility of the evaluation method has been verified by the measurement
example of flatness. The conducted experiments show that precision significance of uncertainty
determined by the GUM is unreliable as the expanded uncertainty increased by 11.1% compared
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to the actual results. The paper [7] shows an application of the sensitivity approach to evaluation
of measurement uncertainty of straightness, coaxiality, concentricity, position of axis, runout and
distance between axes. Task specific uncertainty assessment techniques are still up-to-date and
investigated by researchers [19–21]. However, only several uncertainty assessment techniques
are available for the specific points of the calibration of CMMs, including those mentioned
above. In practice, the problem of temperature induced errors for advanced measuring systems
is primary concern. Particularly, the measurement results obtained with a displacement laser
interferometer which are used for the calibration of the CMMs were corrected to 20◦C [22].
Frequently missed in uncertainty budgets for alignment measurements, thermal errors and the
uncertainty of any compensations applied can be critical for high precision alignment. Thus, for
high precision applications, not only accurate alignment metrology is important but also precision
compensation effects [23].

The objective of this research was to carry out a calibration procedure of a CMM and to
present a more sophisticated assessment technique to improve the results of the former research.
We emphasized the importance of temperature induced uncertainty and many of the situations
where consideration of it would be most useful, such as:

a) non-20◦C temperature CMM error as an uncertainty contributor,
b) machine repeatability and reproducibility,
c) temporal thermal gradients,
d) sampling strategies, i.e. the number and location of points in the workpiece coordinate

system.

2. Presentation of the problem and the chosen solution approach

In practice, the error induced due to thermal influences causes CMM components to expand
and bend. This error has a complex non-linear nature, which is why it is quite difficult to
handle. Some of the contributing to the development of thermal errors are a) the distribution of
the temperature of a CMM influenced by external sources, b) the gradient of the temperature,
c) uniform temperature changes, and d) the material of a machine component and its thermal
properties.

The accuracies of a machine are usually presented in the specifications of the producer. How-
ever, these accuracies are tested for the laboratory environment. Therefore, it should be noted
that for CMMs installed in an environment in which the temperature is not well controlled, the
accuracies might be lower. By dividing our experiment for the LIC (an environment in which the
temperature was not well controlled) and improved industrial conditions (a laboratory environ-
ment), we attempted to estimate how the machine accuracy changed in varying temperatures. The
experimental part of the research at the initial stage could be performed as a set of measurements
using a CMM under various temperature conditions. In fact, the working time of the machine had
to be constantly altered in order to better understand the influence of the heat dissipation of the
CMM components on the measurement results [24].

Initially, we discussed in a review paper [25] the importance of the uncertainty ofmeasurement
using CMMs in the manufacturing industry. In a previous study [8], the state-of-the-art technique
for the assessment of uncertainty was described in detail. A case study of the hole distance
measurement from 50 mm to 750 mm was used. The measurement results showed that the
uncertainty under the improved industrial conditions (IIC) was much higher compared to the
low industrial conditions (LIC) (the terminology borrowed from ISO 230-9 [26]). Consequently,
the thermal influence as an uncertainty component was the most significant contributor to the
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last study. Since this paper describes the examination of the effect of thermal fluctuations on the
uncertainty of CMM calibration, which are commonly used instruments, it will be of interest to
readers in the field of manufacturing.

3. Case study

3.1. Calibration object

For our case study the accuracy of the CMMs was tested with a hole-plate. We had chosen
the hole plate with 52 holes which is shown in Fig. 1(b) because it can be approached from both
sides and tends to be lighter than a ball plate of similar size. The serial number of the object was
PTB 5.32-95/5. The calibration object was made of grey cast iron (α ≈ 10.5 × 10−6◦C−1). The
relative locations of cylindrical holes contained in a common plane were highly adapted for the
verification of the CMMs. It should be noted that an artifact should be measured with di?erent
orientations and locations in the CMM measurement range. This allows the estimation of the
CMM accuracy of length measurement. This method is time- and cost-effective compared to the
use of lasers. The calibration process was performed without compensation in order to compare
our case study results with the calibration certificate of the PTB for the same hole-plate.

Fig. 1. (a) The location of temperature sensors. (b) A hole-plate with sample point numbers and distance between them
(adapted from [8]).

Ahole-plate standard was used as a workpiece to investigate the effect of thermal influences on
the accuracy of the CMM. Next, based on the obtained results, the estimation of the measurement
uncertainty of distance between two holes was performed. Therefore, we could experimentally
determinewhether the thermal influences of themost important uncertainty contributed.Amethod
for quantifying the influence of the thermal deviations on the measurement uncertainty was also
elaborated upon. Finally, some results illustrated how this method could be useful in practice.

The experiments were performed with the use of a high accuracy machine, DEA GLOBAL
Silver CMM (with touch-trigger TESASTAR probes and High-Speed-Scanning Leitz sensors)
manufactured by Hexagon MI. The sensor type was chosen based on the application. The main
machine properties were a) work volume: 1000 × 700 × 660 mm3, and b) specified maximum
permissible error of indication for sizemeasurements: E0, MPE = ±(1.4+L/333)µmat (20±1)◦C,
with length L under measurement in mms. The conducted measurement process is illustrated in
Fig. 2.
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Fig. 2. Coordinate measurement process to obtain geometric measurements.

The measurements began with the determination of the coordinate system of the workpiece.
Each hole was measured three times, and repeated runs were averaged to improve the coordinate
accuracy. Each hole was measured in three cross-sections using three points to precisely identify
the midpoint of each hole. Repeated points were used to check the repeatability of the system.
This allowed any drift in the machine coordinate system to be measured as well.

In practice, for each hole, one measurement took more than 1 minute. Consequently, for the
52 holes, it took more than 1 hour for one complete measurement. The hole-plate was measured
more than fifteen times, with five repeated measurements under each environmental conditions.
Moreover, one measurement was carried out in one orientation, and another measurement was
carried out after rotating the plate by 180◦.

3.2. Measurement conditions

An appropriate environmental condition is one of the key factors for experimentation because
the effects of environmental changes on machine accuracy are highly important. Air temperature,
pressure, humidity, and vibration all influence the length scales of a machine. Hence, it is recom-
mended that a CMM environment should be in line with high settings, representing “improved
working conditions” [10]. In this research, while the highest quality grid plates were made from
materials which had small CTE, the machine was made of steel. In addition, in order to maintain
the room temperature at a nearly constant level, as many heat sources as possible were controlled.

For instance
a) the room had indirect lighting to prevent shadows;
b) the measurement was completely automated so that no human heat source needed to be

present near the machine after the run began;
c) thermocouples were placed at each axis on the machine as Fig. 1(b) illustrates. They were

used to measure the thermal profile of the machine as the experimental measurements are
made to check on the actual thermal stability of the machine frame;

d) generally, the machine was run through a warm-up cycle to assure that the thermal equilib-
rium was reached before the measurement run began.

The environmental condition in the room was quite good over long periods of time, within
0.2◦C, but since the room was not separately thermostated, occasional temperature excursions
might occur. A human heat source might create a negative effect on the air temperature within
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0.5◦C, which was not suitable to this kind of experiment. Therefore, we tried to eliminate operator
interaction with the experiment by creating a program in the Dimensional Measuring Interface
Standard (PC-DMIS 2013 MR1 software). Consequently, we conducted completely automated
measurements, as shown in Fig. 2.

3.3. Verification method

In our case study, the adopted version of the procedure described in ISO 10360-2 [1] was used.
Experimental measurement was carried out at 52 reference points. Each of the measurements
started at the center of each hole (the CMM measured all three axes of each point) and the
intersection length between the hole centers. The errors measurement of the calibrated workpiece
were used to determine the measurement uncertainties for the actual measurements. A calibrated
workpiece is a workpiece whose dimensions are knownwith high accuracy. The describedmethod
utilized calibrated workpieces. Therefore, it took into account systematic measurement errors,
which simplified the process of proving traceability. Metrological traceability was essential to
ensure that the measurement results were repeatable, reproducible, and reliable regardless of the
place where the methods and instruments were implemented. The method described above is
reliable for the determination of the thermal induced measurement errors. However, it is generally
costly and time consuming [5].

In the experimental part, we conducted long-term measurements. They were normally started
after more than a six-hour working time of the CMM. However, short-term measurements were
performed with a two-hour thermal relaxation time after each measurement. In addition, low and
improved industrial environments (borrowing the terminology from ISO 230-9) were created and
set. The measurements performed taken to evaluate the effect of temperature deviation as a factor
in calculating the CMM errors. It should be mentioned here that we tried to replicate medium
industrial environment for the LIC. Moreover, medium environmental conditions (MIC) were
created, which was another common environment which could be applied between the LIC and
the IIC. This aided our understanding of the thermal effects in a typical industry environment. The
material temperature sensors were located close to the X-axis, Y-axis, and Z-axis scales and on
the surface of the measurement object as Fig. 1(a) illustrates. Moreover, there was no significant
discrepancy in temperature for more than five days of testing. The experimental settings for five
repeated measurements are displayed in Table 1. To better understand the thermal effect on the
degree of uncertainty of themeasurement result of CMM,we carried out experiments with various
parameters:

Table 1. Parameters of experiments (adapted with permission from [8]).

Parameters
Low industrial

conditions
(ISO 230-9)

Long-term
measurements in

improved industrial
conditions

Short-term
measurements in

medium industrial
conditions

Temperature range 23± 1.5◦C 19.2± 0.2◦C 20.5± 0.5◦C

Measurement strategy Before rotating the
workpiece by 180◦

Before rotating the
workpiece by 180◦

After rotating the
workpiece by 180◦

Average sensor measurements
of temperature gradient:

CMM structure 23± 0.5◦C 19.2± 0.1◦C 20.5± 0.45◦C
Workpiece 23± 0.4◦C 19.2± 0.15◦C 20.5± 0.4◦C
Probe 23± 0.2◦C 19.2± 0.1◦C 20.5± 0.4◦C

614



Metrol. Meas. Syst.,Vol. 28 (2021), No. 4, pp. 609–626
DOI: 10.24425/mms.2021.137699

3.4. Development of the measurement model

In practise, metrological laboratories deal well with time-varying temperature influence.
However, with CMMs, which are installed in industrial shops, one must take into consideration
the uncertainty estimation. In this context, an appropriate model equation must be developed
according to the standard [27] to fit the CMMmeasurement of the given study. Another interesting
property of proposed model functions is the temperature correction for the length measurement
at 20◦C included in the model. The mathematical model of the hole plate calibration is shown
in (1):

L = LR

(
1 + αg · θg + α · ∆tx − α · θ

)
+ 2 · R

(
αg · θg − αp · θp

)
+ ∆L (1 − α · θ) + LRP , (1)

where, L is the observed length of the hole plate at 20◦C; LR is the reading of the CMM at 20◦C;
R is the radius of the probe at 20◦C; ∆L is the axial calibrated value of CMM; α, αg, αp are CTE
of the hole plate, scale, and probe, respectively; θ, θg, θp are temperature deviations of the hole
plate, scale, and probe from 20◦C, respectively; LRP is the correction due to the reproducibility
of the probe system; ∆tx is the correction due to the temperature difference between the holes.

The measurements are repeated n times for the hole plate calibration. The uncertainty is
evaluated from the observed maximum standard deviation. Since the variables θ, θg, and θp are
dependent on each other, the following transformations make them independent [15].

δθg = θg − θ – temperature difference between optical scale and test item,
δαg = αg − α – CTE difference between optical scale and test item,
δθp = θp − θ – temperature difference between probe and test item,
δαp = αp − α – CTE difference between probe and test item.
The correction due to reproducibility of the probe system is denoted as∆lRP. If a measurement

stylus tip is used to measure the standard hole, the reproducibility of the probe system is less
than x µm, which is the uncertainty component introduced by the sampling strategy and the
uncertainty probability is calculated assuming the distribution is rectangular

√
3, and the standard

uncertainty is calculated as shown in (2):

LRP =
x
√

3
· µm . (2)

One effective way of reducing significantly the correction due to reproducibility is using spec-
tral analysis to identify the best sampling strategy and estimate the changes of the measurement
results from the difference between the actual measurement points and the optimal sampling
points to evaluate the uncertainty caused by the sampling strategy. Consequently, the influence of
last parameter can be ignored when determining the number of optimal sampling points [29].

4. Measurement results

The explanation of CMM length measurement error is briefly provided, and a detailed expla-
nation can be found in standards [1, 29]. First, measurements were performed with the use of the
hole plate in three cross-sections using three points to precisely identify the midpoint of each hole
using PC-DMIS. Second, the files received from the software contained coordinates (measured
X,Y and Z locations) of all 52 holes of plate standard centres. Thirdly, the Pythagoras Theorem
to derive a formula for finding the distance between two points in a 3-dimensional space was
used. Let A = (x1, y1, z1) and B = (x2, y2, z2) be two points on the Cartesian plane. The distance
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between A and B is calculated as is shown in (3).

AB =
√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 . (3)

Finally, subtraction of the calculated values of hole centre coordinates with the calibrated
values by PTB was performed to estimate the error of the length measurement.

The following diagrams (Figs. 3–5) display the results of the measurements of the LIC, MIC,
and IIC. Fig. 3 illustrates the measurement results under the LIC. The abscissa shows the number
of sampling points and the ordinate shows the error of the CMM in µm. It shows the proof
that the environmental influence on the measurement was not negligible. The dispersion of the
gradient of temperature by the axes of the CMM and the workpiece could be a significant issue
and it might cause such negative influence. The other pairs of diagrams illustrate the MIC and
IIC measurements, which were performed short term and long term, respectively.

Fig. 3. Whole measurement results under low industrial conditions.

From Fig. 3, it is clear that the measurement results under the LIC lacked accuracy because
almost all of the calibration point results moved to nearly 1.2 µm. It should be noted that dimen-
sions are linked to the temperature at which they are measured. The effect of the temperature
fluctuating environment influenced the hole plate and it can be determined by measuring a mate-
rial standard a large number of times. Thus, it can be seen from the Fig. 3 that CMM in the LIC
shows significant errors in comparison with the calibration results provided by PTB.

It is clear fromFigs. 3–5 that themeasurements, whichwere conducted under theMIC and IIC,
had both precise accuracy and repeatability. However, it should be noted that first 15 minutes of
the measurements still had sharp resonances. The difference curves which were obtained for each
environmental condition under the IIC were identical on the micrometer level for the temperature
range under consideration. They could be considered to have measurement durations which were
independent for this research.

After comparing the data, the following observations were made. The difference between the
errors of the LIC and IIC in coordinates was within the range of 1.2 µm. The difference between
the errors of the long-term IIC and short-termMIC in coordinates was within the range of 0.2 µm.
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Fig. 4. Whole measurement results under MIC (short term).

Fig. 5. Whole measurement results under IIC (long term).

The last difference was not significant due to a close temperature range with comparison between
the LIC and IIC data for which all of the measurement results moved by more than 1 micrometer.

The differences for each industrial conditions are illustrated in Fig. 6, which shows the average
measurement results between the LIC and IIC (long term) and theMIC (short term). In both cases
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Fig. 6. Average measurement results for each industrial conditions: LIC, IIC (long term), and MIC (short term).

(IIC and MIC), the length measurement error of a CMM (E0 ≈ 1.55 µm) could not exceed the
maximumpermissible error of the CMM.Despite the fact that theMIC (short term)measurements
were conducted in higher temperature ranges than the IIC (long term) measurements, the results
of the MIC were almost the same as those of the IIC. The reason for this might have been the
heat emission from the CMM components, which increased the error in the IIC (long term)
measurement results. However, as shown by the graph, the LIC had the highest rate of error
compared to the other industrial conditions.

5. Improved CMM calibration uncertainty assessment technique

There are several factors which contribute to uncertainty in measurement. Typically, the
uncertainty varies depending on the workpiece being measured, the operator, and the strategy
used for measurement. The measurement strategy comprises the procedure of measurement, the
location of the workpiece in the CMM volume styli configuration, and the probing strategy.

An improved version of the current level in assessing this calibration and verification un-
certainty was discussed, in some detail, in references [4, 28]. Task-specific experiments based
on the identification of residual errors using a hole plate standard were performed, and the
authors concluded that thermal fluctuations were a major source of uncertainty in the measure-
ments. According to reference [28], the main causes of uncertainty are a) machine uncertainty, b)
thermally-induced uncertainty, and c) sampling uncertainty.

The combined uncertainty, uc , is calculated as shown in (4):

uc =
√

u2
M + u2

S
+ u2

T . (4)

Finally, the expanded uncertainty, U, is obtained using (5):

U = k × uc . (5)

5.1. CMM uncertainty

The improvement was made for CMM uncertainty calculation according to reference [28]
in accordance with published standard [1, 30] which could be used for calculating the machine
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uncertainty. The uncertainty component uM was caused by the bias and linearity of the CMM
dimensional measurement tasks, as shown in (6):

uM =
MPEE
√

3
=

1
√

3
(a + b × L), (6)

where L is the length being measured (in our case the distance was equal to 50 mm).
When the equation was applied to the workpiece which was measured multiple times under

the same conditions, the laboratory standard deviation of a single measurement was calculated
using the Bessel formula, as shown in (7):

S =

√√√
1

n − 1

n∑
j=1

(yi − ȳ)2 , (7)

where n is the number of repeatedmeasurements, yi is the measured value of the ith measurement,
and ȳ is the average value of the repeated measurement column.

The uncertainty component, ur , caused by the measurement repeatability of the N number of
measurement meant that the best estimation was obtained with (8):

ur =
S
√

N
=

√√√√√√√√ n∑
j=1

(yi − ȳ)2

N (n − 1)
. (8)

When an operator carries out repeated m groups of independent measurements for every
dimension of a test workpiece, the average value of a group j of repeated measurement columns
should be set as yj . Furthermore, considering the mean value yj of the column consisting of
m groups of measurements as a measurement column, one must work out the mean value y of
the measurement column and the uncertainty component uR caused by the reproducibility [28],
which can be presented as shown in (9):

uR =

√√√√√√√√ m∑
j=1

(yi − ¯̄y)2

(m − 1)
. (9)

Finally, the total CMM uncertainty can be calculated as follows:

uuc =

√√√√√√√√
MPE2

E

3
+

m∑
j=1

(yi − ȳ)2

N (n − 1)
+

m∑
j=1

(
yi − y

)2

(m − 1)
. (10)

5.2. Sampling uncertainty

This contribution to the uncertainty constituted a feature and assessment of the sampling
uncertainty related to the statistical sampling approach [31]. The standard deviation of a sample
mean was the sum of standard deviations for each hole distance measurement of the population
divided by the square root of the sample size (n) [32], as shown in (11):

uS =
σapc
√

n − x
, (11)
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where σapc is the average point coordinate error from five repeated measurement results, n is the
number of points probed to define the feature, and x is the minimum number of points required
to define a given feature (e.g. x = 2 for a line, x = 3 for plane or circle, x = 4 for sphere, and
x = 5 for cylinder).

5.3. Temperature-induced uncertainty

There are several contributors to the uncertainty of a nominal expansion of a part or scale. In
practice, the dominant contributing factors are as follows [27]:

– uncertainty in the CTE,
– uncertainty in the temperature measuring instrument,
– variations of the temperature from its mean value.
The influences of time-dependent temperature environment on the measurement result are

expressed as a component of complex standard uncertainty, the total thermal uncertainty, uT ,
calculated using the formula [34]:

uT =
√
UNE2

S + UNE
2
W + LUTM

2
S + LUTM

2
W , (12)

where LUTM is the length uncertainty due to temperature measurement, and UNE is the uncer-
tainty of the nominal thermal expansion, calculated as

UNEX =

√
L2 × u2

αX
× (TXAVG − 20)2 . (13)

In (2), X is equal to S or W , characterizing scale or workpiece, respectively, L is the length,
and uαX is the uncertainty associated with the CTE obtained from:

uαX = CD × 0.1 × αX . (14)

where CD is the coefficient regarding the temperature distribution (applied in order to convert
the limits of variation into a standard deviation), αX is the CTE for the scale or workpiece (such
values can be obtained from a calibration certificate). The prevailing values of CD are 0.5 for
normal, 0.6 for rectangular, and 0.7 for U-shaped distributions [2]. The 0.1 factor in (7) originates
from the approximation that both the calibrated and published CTE have a ±10% variation.

LUTMX can be written in a final form:

LUTMX =

√
(L2 × α2

X × u2
TX1) + (L2 × α2

X × u2
TX2) . (15)

uTX1 is the uncertainty resulting from temperature fluctuations in the machine scale or
workpiece; it is given by:

uTX1 = (TX max − TX min) × CD . (16)

uTX2 is the uncertainty of the temperature-measuring instrument (used for the measuring
scale or workpiece temperature), which is derived from calibration certificates provided by the
manufacturer.

Based on the results obtained (Table 2), there were several inferences.
The estimated uncertainty of CMM calibration results of the proposed method was close to

similar uncertainty of CMM calibration results [34], which was equal to 3.1 µm for IIC.
a) the total uncertainty of the measurement result under the LIC was higher than the uncer-

tainties obtained under other industrial conditions;
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Table 2. Uncertainty contributors for the hole plate measurement under various environmental conditions.

Source Equation
number

Result, µm under the
LIC at 23.5◦C

Result, µm under the
MIC at 20.3◦C

Result, µm under the
IIC at 19.2◦C

Machine
uM

S
ur
uR

uuc

(6)
(7)
(8)
(9)
(10)

0.9
0.92
0.13
0.93
1.6

0.9
0.98
0.14
0.98
1.65

0.9
0.91
0.13
0.89
1.56

Sampling uS (11) 0.36 0.04 0.03
Thermal
UNES

UNEW

LUTMS

LUTMW

uT

(13)
(13)
(15)
(15)
(12)

0.02
0.11
0.05
0.26
0.29

0.002
0.013
0.014
0.1
0.1

0.005
0.016
0.01
0.07
0.07

Combined uncertainty
uc (4) 1.69 1.65 1.56

Expanded uncertainty
U (k = 2) (4) 3.4 3.3 3.1

b) the main part of the uncertainty component was associated with the CMM accuracy and
the repeatability;

c) each component of the total thermal uncertainty was doubled in comparison with other
environmental conditions.

Following the obtained results from both previous research [8] and current case study, it
can be seen that the most influential factor in the measurement uncertainty expressed is the
accuracy of the CMM parameters [35]. Disregarding the uncertainty component associated with
the Maximum Permissible Indication Error (E0,MPE), which was mainly related to CMM errors,
one could conclude that the environmental impact was the main contributing to the uncertainty,
and it completely dominated the overall uncertainty budget for the given study. Additionally,
the dispersion of the gradient of the temperature by the X , Y , and Z axes of the CMM and the
workpiece could be a significant issue. However, other thermal influences related aspects also
needed to be considered. In this regard, the best solution was to compensate for the thermal error
with the control of the heat fluxes into the system. Thus, it would be possible to compensate for the
error by means of the controlled relative motion in the frame [26]. Even with precise temperature-
controlled rooms and compensation systems, when it came to long length calibrations, the main
contributor of the uncertainty budget was still related to thermal influences of internal heat sources
of the machine [13].

6. Discussion

SinceCMMsconsist of several components,manymetrological parameters are not stable in the
function of time, especiallywhen they aremeasured in the temperature fluctuating environment. In
practice, correction of temperature-induced errors is not an easy task to achieve. Understanding the
nature of varying ambient conditions is still challenging. Most CMM users, even skilled portable
metrology operators, have to consider a number of issues such as thermal influences, machine
repeatability, and reproducibility, etc. because these factors should normally be considered in
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a calibration uncertainty of the CMMs. So, there is still confusion about what may or may
not be included in the uncertainty analysis. To better understand the latter issue more practical
approaches should be implemented [8].

The equation presented in Section 3.4 accounts for the errors of the length measurements
of a simple component. This equation seems like it would only be applicable to estimating the
uncertainty of measurements in one linear direction. This model can be generalized for complex
workpieces such as out-of-plane parallelism of axes curved components, workpieces composed
of multiple materials, or pieces with large variations in the dimensions (e.g. a wedge-shaped
piece which is very thick on one end and very thin on the other end).

The thermal influences have a complex nature. It is difficult to manage the thermal expansion
of measurement object simply assuming that dimensional changes would be “linear”. In practice,
in the real world, the operators came across not only a specific material but different combinations
of materials. Therefore it is not universally applicable to compensate for CTE. Consequently, it
should be taken into consideration that the temperature induced uncertainty applied in this re-
search has a limitation and only applicable for homogeneous materials. Finally, the best practice
for specific measurement task is to determine a suitable method by implementing several com-
pensation techniques. Alternatively, there are several software packages to manage temperature
compensation. For instance, the temperature of the measurement object can be measured at sev-
eral points during a measuring cycle and stored in the measuring system with an appropriate
compensation tool for the CTE. In addition, it should be noted that a temperature-controlled
room and use of additional temperature sensors for better environmental control seems to be
advantageous for the most accurate measurements.

Consequently, the authors believe that it would be valuable to repeat the experiment described
in this research on a variety of high-precision machines to improve compensation techniques
for temperature-induced uncertainties. Furthermore, more features, measurement objects, and
different sizes should be investigated.

7. Conclusions

This research presents the uncertainty estimation for a very specific measuring task, where
the time-varying temperature environment must be considered, as it influences the uncertainty of
CMM calibration. The influence of the last was investigated by measuring the calibration object
multiple times in both different orientations in the CMM measurement range and in temperature
fluctuating environment. There was a noticeable effect on the measurement results as the errors of
the CMM in the LIC were greater the further away from the IIC temperature range, as predicted. It
was determined that the temperature induced uncertainty had a significant effect on the uncertainty
budget next to the accuracy of the CMM.

The proposed improved uncertainty assessment technique was suitable for the estimation of
calibration uncertainty of the CMM in this study by properly taking into account thermal influ-
ences. The main issues for the calibration uncertainty of Coordinate Metrology were discussed,
and some specific points were identified for further improvement. The solution, as the calibra-
tion uncertainty technique, was given to fulfill a number of issues related to the time-varying
temperature environment and machine repeatability which would normally be considered in
a calibration uncertainty analysis. For the CMM with a measurement range from 0 to 50 mm, the
estimated expanded uncertainty was 3.1 µm with a coverage factor of 1.98 at a confidence level
of approximately 95%.

The proper estimation of the calibration uncertainty of the CMM is important. Because if it
could be reduced, it will help decrease the measurement uncertainty of the CMM. The case study
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results shows that measurement uncertainty can be reduced, if we use a high precision instrument
such as laser interferometer. The proposed technique was experimentally proved in the technical
base of the National Scientific Centre – “Institute of Metrology”, Ukraine.

Thermal contributions to the overall performance of a CMM can be the single most influential
part of the error budget. Additionally, the performance of the precision of a CMM is often dictated
by its thermal stability. The main reason for this is the number of different materials and interfaces
found in amechanical design. Themechanical properties of independentmaterials such as thermal
expansion coeffcients and mechanical joints can cause stress distributions to arise as a system
reacts to thermal changes. That is why the mechanism to distort, grow, or contract with the
temperature changes with time [26].

An analysis of the calibration of the CMM dependent upon the ambient thermal environment
in which it operated was attempted. Temperature fluctuations can lead to expansion, contraction,
and deformation of the measured machine’s structure, scales, and artifacts in a non-linear manner.
The change in the environment (including internal heat sources of the CMM) can cause changes
in the thermal field of the object of measurement. The change in the thermal field state is related
to internal material stresses which cause dimensional deformation in the body of the calibration
object. Any change of the heat transfer state affecting the measured object will create changes in
the thermal field within its components, thus causing them to vary from its nominal dimensions,
as defined during the calibration process [24]. These thermally induced changes can lead to
significant measurement errors, which must be compensated for in various ways. It is critical that
the approach to estimating uncertainty is well defined and unilaterally applied. This is especially
true in the context of measurements in workshops where temperature is difficult to control.

Eliminating thermal errors can be one of the most difficult aspects of any precision design.
It should be noted that there are three general mechanisms [10] for heat transfer which are all
relevant to precision machine design. A thermal error can be considered a systematic error which
can be corrected, while temperatures are recorded and used by the software. However, this is an
(unknown) bias error in the case of a correction system incompatible with thermometer data.

The uncertaintywhile calibrating and testing an instrument nowhas aweight equal to the actual
measured errors of the instrument. Just as metrology companies presently compete in product
specifications, ISO 14253-1 demands competition in the area of uncertainty. Competition in this
area with poor understanding and lack of generally accepted practice may lead to unclear results.
In addition, uncertainties have not always been particularly small when compared to product
tolerances. Therefore, the industry may observe an increase in the level of tolerances or more
difficult tasks to comply with current tolerances.
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