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Abstract. The article discusses an example of the use of graph search algorithms with the trace of water analysis and aggregation of failures in
the occurrence of a large number of failures in the water supply system (WSS). In the event of a disaster, based on the water distribution system
(WDS) network model, information about detected failures, the condition and location of valves, the number of repair teams, criticality analysis,
the coefficient of prioritization of individual network elements, and selected objective function, the algorithm proposes the order of repairing
the failures. The approach proposed by the authors of the article assumes the selection of the following objective functions: minimizing the
time of lack of access to drinking water (with or without prioritization) and minimizing failure repair time (with or without failure aggregation).
The algorithm was tested on three different water networks (small, medium, and large numbers of nodes) and three different scenarios (different
numbers of failures and valves in the water network) for each selected water network. The results were compared to a valve designation approach
for closure using an adjacency matrix and a strategic valve management model (SVMM).

Key words: WNTR; aggregation of failures; water distribution system; EPANET solver; graph searching algorithm; genetic algorithm; opti-
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1. INTRODUCTION
Water is essential in every aspect of human life. Quality and ac-
cessibility determine the chance of a dignified and healthy life.
Difficult access to water has a direct impact on education and
human development. It also affects the economic development
and well-being of entire societies and states. Knowing how im-
portant water is, it seems obvious to maintain the continuity of
the process of its distribution in an urban area. The supervi-
sors of this process are water treatment stations whose task is to
remove mechanical impurities, disinfect, correct the pH level,
and perform other activities to improve the water quality [1, 2].
Their task is also to cooperate with water treatment (and sewage
treatment) companies to detect and remove several types of fail-
ure. Currently, work is underway on decision support systems
(DSS) for the management, planning, and improvement of the
efficiency of the water distribution process (WDP), including
the planning of the expansion, maintenance, and renovation of
pipelines [3–5]. Another important aspect that must be consid-
ered to ensure the correct operation of the WDS is leak detec-
tion. Despite many methods developed to detect leaks [6, 7],
their reliability is insufficient. The reason for such a low ratio
is the lack of real data (which are difficult to obtain). Currently,
to obtain information about the capabilities of a given WDS,
complex algorithms, machine learning, or genetic algorithms
are used. The role of such an algorithm is to monitor, generate,
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infer, predict, and detect drastic changes in the system. Moni-
toring means collecting information about the condition of the
water supply network – considering the measuring and execu-
tive elements. Generating is about the analysis of the failure oc-
currence; whereas inferring is about making a diagnosis based
on the collected data. The goal of prediction is to forecast the
state of the network based on current and historical data [8–10].
Using a brute-force algorithm and analyzing all possible cases
of one or more failures that occur simultaneously with a dif-
ferent number of available valves using conventional software
would require the creation of separate simulation models for
each case. It should be remembered that each of these models
has information such as current network topology, status, loca-
tion of valves, and location and type of failure. Analyzing these
cases would take an exceptionally long time despite the small
size of the water supply network [11]. There are numerous so-
lutions in the form of scripts, applications, or tools that facili-
tate the modeling of various conditions in the WDS. There are
following examples of such solutions: water network tool for
resilience (WNTR), EPANET solver, Teva-Spot, water protec-
tor [12, 13]. The probability of a catastrophic event that could
damage a WDS varies depending on where it occurs. For ex-
ample, based on publicly available information, the probability
of an earthquake in the USA is 17%, in Poland 11% and in
Japan as high as 66% [14, 15]. Based on this information and
the knowledge of how valuable the WDS infrastructure is, it is
worth considering developing the right tool. A tool which al-
lows us to indicate the sequence of repairs of failure occurring
post-disaster situation, so that the time of restoring the supply
capacity is the shortest.
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In this paper, we propose a new algorithm, for sequencing
repairs of failures in the water supply network. The article also
proposes a method of selecting a valve to be closed based on
the adjacency matrix method with water trace analysis. Using
the water route facilitates the minimization of the set of valves
necessary to isolate the damaged pipe. This article additionally
aims to provide a free tool that can be an excellent develop-
ment base for DSS. Using the WNTR (containing the EPANET
solver) and the Python programming language, it is possible to
develop and implement an application that, using a genetic al-
gorithm, will indicate the optimal solution to the analyzed prob-
lems. This method assumes that the location of the failures is
already known.

2. METHODOLOGY
EPANET is a public domain tool developed in the 1990s by the
US Environmental Protection Agency Water Supply and Water
Resources Division. The main advantage of the presented tool
was the possibility to simulate the operation of the water supply
network with different initial conditions (e.g. different water de-
mand). EPANET quickly became an educational and research
tool to better understand the movement and fate of drinking
water constituents within network systems [16]. Moreover, this
tool facilitates: hydraulic and water quality simulation, supply-
ing a mixture of water from various sources to recipients, calcu-
lating the age of water throughout a system, tracking the spread
of contamination, and specification of loss of chlorine residu-
als [16, 17]. The water network tool for resilience (WNTR) is a
Python package designed to simulate and analyze the resilience
of the water distribution network [11, 16, 17, 26]. Beyond the
possibilities offered by EPANET, WNTR facilitates the mod-
eling of untypical situations such as power outages, incidental
contamination events, and pipe breaks, leaks modeling, earth-
quakes, etc. The WNTR library contains two simulator solvers.
WNTR simulator, which allows only hydraulic simulation (but
allows one to choose a calculation method: demand-driven or
pressure-dependent demand), and EPANET simulator which al-
lows hydraulic and quality simulation (based on the demand-
driven method) [16,18–20]. The Ray Python library is a simple
and easy-to-use framework that provides a REST-API for the
implementation of distributed applications. This tool enables
us to run a parallel grid search to optimize an example objec-
tive function problem (e.g. one- or multi-dimensional Knapsack
problem, which can be considered when the vehicles of repair
teams are being loaded) [22].

The description of the methods used will be presented based
on the small topology of the water supply network shown in
Fig. 1. The sample network consists of eleven nodes (including
one reservoir and one tank), twelve links (including one pump),
and eleven valves. The nodes are marked with the letter N, the
links with the letter P, and the valves with the letter V .

2.1. The segment-finding method – matrix approach
Information on the segments of the water supply network is ex-
tremely important in selecting the valves to be closed (to sep-
arate the conduit from the rest of the network). The method of

determining the segments of the water supply network is based
on the adjacency matrix.

The first step in the segmentation algorithm is to create the
valve deficiency matrix. The matrix below is created based on
the difference of two matrices: adjacency and valve location.
The adjacency matrix is created based on the correlation of
nodes and links. In the matrix, rows present the nodes, and the
column represents the pipes [11, 23]. If a given pipe (e.g. P1)
correlates with a node (e.g. N1), the value “1” is entered into
the matrix with coordinates (N1, P1) [23]. Table 1. contains the
matrix for the example topology presented in Fig. 1.

Fig. 1. Example of water network topology

Table 1
Adjacency matrix for topology presented in Fig. 1

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

N1 1

N2 1 1

N3 1 1 1

N4 1 1 1 1

N5 1 1

N6 1 1 1

N7 1 1 1 1

N8 1 1

N9 1 1

N10 1 1

N11 1

The rows and the column in the valve location matrix repre-
sent the nodes and the pipes in the analyzed WDS analogously
to the adjacency matrix. Table 2. contains the valve location ma-
trix where “1” is in the matrix only if there is a valve on a pipe
next to the analyzed node.

Using the adjacency matrix (Table 1) and valve location ma-
trix (Table 2) the valve deficiency matrix presented in Table 3 is
obtained as the difference of the first and second matrices, e.g.:
Table 3 (N1, P1) = Table 2 (N1, P1) – Table 1 (N1, P1).

The second step of the algorithm is to create a list of all links
included in the WDS, for which the segment determination pro-
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Table 2
Valve location matrix for topology presented in Fig. 1

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

N1 1

N2

N3

N4 1 1 1

N5

N6 1

N7 1 1

N8 1 1

N9 1 1

N10

N11

Table 3
Valve deficiency matrix (based on Table 1 and Table 2)

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

N1

N2 1 1

N3 1 1 1

N4 1

N5 1 1

N6 1 1

N7 1 1

N8

N9

N10 1 1

N11 1

cedure will be performed. For the analyzed example, the above
list is as follows: [P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11,
P12]. The next step of the algorithm is to analyze the valve
deficiency matrix for each element in the list. The process of
determining the WDS segments is as follows:

1. Create three empty lists: pipe_list, node_list and
list_of_valves.

2. Add the analyzed pipe ID to pipe_list.
3. Search the column in Table 3 for that pipe to find a ‘1’

at an end node without a valve. If a ‘1’ is found in that
column, add the row ID to the node_list. If there is no ‘1’
in an analyzed column, the pipe has two valves, and the
procedure is stopped.

4. Search row, where row ID is equal to node ID found in
step 3. If a ‘1’ is found in the row, add pipe ID to pipe_list
and go back to Step 3. If there is no ‘1’ in the row, all the
incident pipes have a valve at that node and the procedure
is stopped.

5. The set of identifiers for pipes and nodes determines
a segment associated with the pipes in the pipe_list.

6. Based on the pipe_list and the data stored in Table 1, the
node_list is extended to include all node IDs whose “1”
is corresponding to the pipes.

7. Based on the data contained in Table 2 and the node_list,
a list_of_valves is prepared at each node. When there is
a valve on the list_of_valves which refers to a pipe from
the pipe_list, other valves referring to the same node ID
should be removed from this list.

For example, when analyzing the P9 pipe, the result lists of
the algorithm are as follows:

• pipe_list = [P9, P6]
• node_list = [N4, N7, N8]
• list_of_valves = [V2, V3, V4, V6, V7, V8]
The result of the segment-finding algorithm is a set of net-

work infrastructure elements (node, pipes, and valves) included
in the identified segment.

2.2. The segment-finding method – graph searching
approach

The algorithm for the valves to be closed was developed
as a graph search application (GSA) using Python program-
ming [24–27]. The network is represented in the form of a di-
rected graph with weights, where the weight represents the
presence (or absence) of valves on a given edge (pipe). The
basic construction of the graph consists of analyzing the data
contained in the hydraulic model of the WDS. Based on the
information on the starting and ending nodes, as well as pipes
and connections, the basic graph is determined. Then, based
on the data on the valve location, the weights of the individual
edges are determined. In the presented approach, the weight ‘0’
means no valves on the edge, ‘1’ means the valve on the be-
ginning node of a given edge of the graph, ‘2’ means the valve
on the end node of a given edge, and ‘3’ means two valves (on
the beginning and end edge). The start and end nodes of the
analyzed edge are determined by the network topology.

Figure 2 presented the modified topology from Fig. 1 in the
form of a directed graph with weights. Based on the failure in-
formation (e.g. pipe directly connecting the nodes N7 and N8).
The parallel algorithm (using the Python Ray library [21]) starts

Fig. 2. Example of water network topology presented in Fig. 1
as graph with weights
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to analyze all edges connected to nodes N7 and N8 (except the
one that connects them directly). In the first iteration of the al-
gorithm operation, the connecting edges are analyzed: [N5–N8,
N4–N7, N6–N7, N7–N10]. After the edge analysis in the first
iteration is completed, the algorithm returns the following in-
formation in the case of the edges:

• N5–N8 – there is a valve that can be closed (the valve
closer to the node N8).

• N4–N7 – no valve to close – all edges connecting to node
N4 should be analyzed: [N3–N4, N11–N4, N4–N5].

• N6–N7 – there is a valve that can be closed (the valve
closer to node N7).

• N7–N10 – there is a valve that can be closed (the valve
closer to node N7).

If no solution is found to cut off the broken pipe, the algo-
rithm starts the second iteration by analyzing the newly added
test cases. Similarly, to the first step, after completing the sec-
ond iteration, the algorithm informs that:

• N3–N4 – there is a valve that can be closed (the valve
closer to node N4).

• N11–N4 – there is a valve that can be closed (the valve
closer to node N4).

• N4–N5 – there is a valve that can be closed (the valve
closer to the node N4).

For the second step, the algorithm has not added any new
case that needs to be analyzed. This means that it has found the
valves that need to be closed to separate the broken pipe from
the rest of the network. Both presented approaches achieved the
same result. However, the first approach did it in a much shorter
time (which will be discussed later).

2.3. Minimizing the closing of valves necessary to isolate
the segment – water trace analysis

The segment finding method (matrix approach or graph search
approach) is the key development base for the algorithm pro-
posed by the authors of the article, who aim to determine the
minimum set of valves necessary to isolate the indicated sec-
tion. Based on the analysis of hydraulic simulations, it is appar-
ent that it is not always necessary to close all the valves. Partial
closing causes a sufficient reduction of water in the pipe to be
repaired. This is most often caused by the location of a damaged
conduit (e.g. end of a network), terrain, low pressure, or diam-

eter of the conduit. The time required for the repair team to ar-
rive, the location of the valve and the process of closing it itself
is long, which is of immense importance in a crisis (many fail-
ures). To improve the efficiency of the process of determining
the valves to be closed, a modified matrix graph method based
on a hydraulic simulation of the water supply network model
and flow analysis was proposed. Based on the determined set
of valves (e.g. in the adjacency matrix approach), the algorithm
generates a simulation scenario. The simulation scenario con-
tains a set of hydraulic models which considers the combination
in closing all the valves of the selected set. Each test case that
does not result in flow in the analyzed pipe is saved. In the ab-
sence of a solution, the set of valves determined by the chosen
approach is considered to be the minimum set of gate valves
necessary to isolate the selected section. In the case of one or
more solutions, the algorithm informs the user about the pos-
sibility of minimizing the number of valves and proposes the
first solution from the list (the rest of the possibilities are also
saved).

2.4. Modeling failures and determining the time
of their repair

Failure is defined as damage to an object or system, which neg-
atively affects its further functioning for a specified amount of
time. In the example of the discussed tools, there are two ways
of modeling failures. The first one is leak modeling, the second
one is pipe break modeling.

Both cases are presented in Fig. 3. Leak modeling involves
splitting the selected conduit and adding a node in it (which
simulates outflow) while modeling a break involves removing
the base pipe and creating two new separate conduits terminated
with nodes simulating the flow of water from the broken pipe.

The repair time for particular types of failure (leak or break)
is determined on the pipe diameter but also on the basis of the
average time needed to prepare the substrate, the time of actual
repair of the failure, the time needed to protect the substrate
and the waiting time for repair (which may result in a need to
pump out excess water). The individual times were compiled
by experts and were published in the work [28].

Table 4 presents the average times (in minutes) of individ-
ual activities in relation to the diameter of the pipes. Based on
the data stored in Table 4, it can be concluded that the proba-

Fig. 3. Example of pipe failure modeling (leak and break)
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Table 4
Average duration of exemplary repair activities [28]

Pipe diameter [mm]

ID Activities D1 D2 D3

< 100 100–300 > 300

1 Open/Close valve 10–15 15–20 20–30

2 Failure location 20–25 55–60 50–60

3 Compacting asphalt pavement 70–120 120–160 160–240

4 Removal of paving slabs 30–35 45–50 60–65

5 Pipeline trench (mechanical) 80–100 100–140 150–240

6
Draining water from the excava-
tion

30–60 80–120 120–180

7 Cleaning the cord 30–35 40–45 50 – 60

8 Installation of a repair band 25–30 40–50 60–90

9 Installation of sealing 40–45 50–55 60–90

10 Cutting out a section of the pipe 30–40 50–60 90–140

11 Installation of a new pipe 50–60 60–70 180–240

12 Water opening, venting, rinsing 20–25 30–35 50–60

13 Backfilling the trench 40–50 55–65 70–80

14 Finishing and cleaning activities 60–80 75–100 100–160

ble repair time of the pipes is as follows: (D1) 22 hours and 7
minutes, (D2) – 15 hours and 22 minutes, and (D3) – 10 hours
and 13 minutes. It should be remembered that it is impossible
to determine the actual total repair time due to the enormous
number of external and internal disruptions that may occur.

Based on the calculated time, it can be concluded that with
an increasing time needed for repair, the severity of the ana-
lyzed damage also increases. This means that failures of this
type have a greater impact on the entire network infrastructure
and the water distribution process than a failure whose expected
repair time is shorter. Based on additional data from the litera-
ture [28], it is also possible to indicate a relationship between
the time of repair of a failure and the probability of secondary
contamination or new failures.

In the analyzed cases, the failure repair time is determined
based on the above data (for each of the aforementioned activi-
ties, a value is drawn from the range determined by the average
time of performing the activities). This means that, for example,
in a random failure of a pipe with a diameter of D1, the valve
opening time is a value randomly selected in the range of 10–15
minutes.

2.5. Prioritization and failures aggregation method
In the case of a crisis in which there are numerous failures,
a simple classification (leak or break) defining their impact on
the functioning of the collective water supply system is not suf-
ficient. This is because only possible damage to the water distri-
bution system has been identified, and not the functioning of the

area in which it is located. It is important in such situations to
consider the critical infrastructure (e.g. hospitals), which must
have constant access to water or energy. This means that dur-
ing the decision-making process and determining the order of
failures, priority should be given to tasks that not only have
a negative impact on the WDS but also prevent water supply to
critical points.

The solution proposed by the authors enables the introduc-
tion of information about critical infrastructure. In the sce-
nario configuration file, you should provide the identifiers of
the nodes to which this type of object is attached. Then the al-
gorithm, based on the set of failures and information about the
identifiers of the segments in which they are located, starts an
attempt to aggregate the failures.

The aim of this approach is to check whether among the re-
ported failures there are those that have common gate valves
that must be closed. If such a situation occurs, a simulation
model of the water supply network is created, on which the
simulation is run to check the effect of merging two segments
into one. Such a simulation will facilitate an estimation of the
time to repair two failures and the behavior of the network in
the event of cutting off two segments at the same time. Thanks
to this method, it is possible to minimize the total number of
valves required to be closed to repair all failures. It is common
that there are failures in the network that can be combined for
repairs – this eliminates the situation in which the same valves
must be opened/closed again.

2.6. Brute force and genetic algorithm approach
A brute-force algorithm was used to find the optimal solution to
the scheduling task (to identify failures that must be fixed and
identify repair teams). The result of the above method is a set of
n failure lists (where n is the number of repair teams available).
The order of the list reflects the order of the failures that the
team should deal with. An example of the solution is shown:
{rt1 = [P11–P12], rt2 = [P13], rt3 = [P2, P4]}.

The above example shows the availability of three repair
teams (rt1, rt2, rt3) and five failures (P2, P4, P11, P12, P13).
The algorithm, based on the location of the repair teams (the
starting location is placed in the configuration file), determines
the shortest paths to individual failures. The example solution
indicates that the rt1 team will repair failures P11 and P12 si-
multaneously, which means that the failure aggregation algo-
rithm created one failure P11–P12 from two separate failures
P11 and P12. The rt2 team is responsible for repairing the P13
failure, while the rt3 team is responsible for repairing the P2 and
P4. While checking all viable solutions in the case of a small
water supply network and a small number of failures, it is not
time-consuming, and the complexity grows with the increase in
test cases.

To shorten the waiting time for the results, an approach using
a genetic algorithm was proposed. Based on the information
about failures and the determination of the probable time of
their repair, an initial population is created, consisting of a set
of individuals, containing n lists with a random solution (where
n is the number of available repair teams). An example of an
initial population is as follows (i.e. five individuals):
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{
{rt1 = [P4, P2, P13], rt2 = [], rt3 = [P11–P12]},
{rt1 = [P4, P2], rt2 = [P13], rt3 = [P11–P12]},
{rt1 = [P4], rt2 = [P11–P12], rt3 = [P2, P13]},
{rt1 = [], rt2 = [], rt3 = [P2, P4, P11–P12, P13]},
{rt1 = [P13], rt2 = [P11–P12], rt3 = [P2, P4]}

}
Based on the initial population, the total time needed to re-

store supply to the water system is calculated for every individ-
ual. This result is then compared with the total probable recov-
ery time score for all failures. The difference between the two
values determines the usefulness of the individuals in the pop-
ulation. The smaller the difference, the better the solution. The
new population is selected based on the tournament method.
The algorithm is allowed by the crossing operator (considering
the condition that a given failure may occur only once in one of
the repair teams). The new population is treated as the current
population, resulting in a redefinition of the membership func-
tion for new individuals in the new population. The algorithm
ends its task when the total repair time is within the range de-
clared in the configuration file or when the results of the new
populations do not differ significantly from the previous ones.

3. CASE STUDY
The algorithm was tested on three different water networks
(small, medium, and large number of nodes) and three different
scenarios (different numbers of failures and valves in water net-
work) for each selected water network. Table 5 contains basic
information about the networks analyzed. The head loss factors
for all networks are based on the Darcy-Weisbach formula and
SI units. The selected water distribution systems include only
the basic demands (there are no special collection points de-
fined in the model i.e. large industrial plants). The structure of
the network is a centralized network (all small villages are con-
nected to the nearest biggest network) [17]. Based on the cho-
sen water network models, Python interpreter, and necessary
libraries (including the WNTR and Ray), a list of preliminary
assumptions was prepared containing information necessary to
conduct the simulation.

Table 5
Information about analyzed network models

small medium large

Number of JUNCTIONS 114 1176 4868

Number of RESERVOIRS 1 2 2

Number of TANKS 1 1 4

Number of PIPES 171 1364 4038

Number of PUMPS 1 5 3

Total PIPE LENGTH [km] 12.1 97.6 185.5

The list contains information such as:
• the simulation time: 72 hours
• the simulation time step: 15 minutes

• the number of renovation teams: 3
• the number of critical infrastructure buildings: 2
To test the implemented solution, a scenario with a random

number of failures and gate valves was created. In each sce-
nario, the location of the failures and the valves may differ. Ta-
ble 6 presents the number of failures analyzed (and the number
of available valves) in relation to selected hydraulic models of
water supply networks.

Table 6
Information about analyzed scenarios

Number of failures Number of valves

small – scenario 1 3 55

medium – scenario 1 10 200

large – scenario 1 10 425

small – scenario 2 6 55

medium – scenario 2 15 150

large – scenario 2 25 350

small – scenario 3 8 75

medium – scenario 3 15 300

large – scenario 3 20 325

4. RESULTS
Table 7 contains the results of the segment location algorithm
that indicates the number of valves required to be closed. In the
case of the brute force, matrix and graph searching algorithm,
only the topology of the water network is considered (no infor-
mation on flows and possible aggregation). All three methods
indicated the correct valves, and the graph searching algorithm
was the fastest. Only in the case of the large 1 scenario did the
matrix algorithm turn out to be better. The shortest times are
marked in green. The algorithm determining the water route
and aggregation slightly affects the calculation time. However,
it significantly influences the number of valves to be closed. As
shown by the data in Table 7, the number of valves to be closed
in individual scenarios has decreased by:
• small – scenario 1: 0 percent
• small – scenario 2: 16.6 percent
• small – scenario 3: 16.6 percent
• medium – scenario 1: 25.9 percent
• medium – scenario 2: 11.4 percent
• medium – scenario 3: 16.6 percent
• large – scenario 1: 18.2 percent
• large – scenario 2: 28.3 percent
• large – scenario 3: 14.5 percent

The orange color shows the minimum number of valves nec-
essary to repair all failures.

In the case of the GSA-WT algorithm with aggregation,
a task scheduling algorithm was applied using the genetic al-
gorithm described in 2F of this article. The algorithm task was
to determine the shortest route between failures (based on the
number of repair teams and the location of the failures). The
algorithms fulfilled their functionality, which means that they
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Table 7
Segment-finding method results

Scenario Brute force
Matrix

approach
(MA)

Graph
searching
approach
(GSA)

MA with
trace water

GSA with
trace water

MA with
trace water
and aggre-

gation

GSA with
trace water
and aggre-

gation

SMALL

1
Execution time 00:04:42 00:01:51 00:00:58 00:02:15 00:01:22 00:03:14 00:02:44

Valve to close 8 8 8 8 8 8 8

2
Execution time 00:09:01 00:03:17 00:01:55 00:04:52 00:02:33 00:05:22 00:03:00

Valve to close 18 18 18 16 16 15 15

3
Execution time 00:13:22 00:03:59 00:01:59 00:05:12 00:02:36 00:05:44 00:02:51

Valve to close 18 18 18 17 17 15 15

MEDIUM

1
Execution time 00:20:01 00:06:42 00:04:47 00:05:08 00:05:03 00:05:59 00:05:04

Valve to close 27 27 27 26 26 20 20

2
Execution time 00:24:23 00:06:00 00:04:41 00:05:02 00:05:12 00:05:42 00:05:23

Valve to close 35 35 35 35 35 31 31

3
Execution time 00:40:11 00:09:12 00:04:22 00:06:27 00:05:39 00:07:12 00:06:14

Valve to close 42 42 42 41 41 35 35

LARGE

1
Execution time 01:44:11 00:17:33 00:17:39 00:18:49 00:19:02 00:20:05 00:19:54

Valve to close 22 22 22 21 21 18 18

2
Execution time 02:11:25 00:11:02 00:09:55 00:11:04 00:10:02 00:12:06 00:10:49

Valve to close 67 67 67 60 60 48 48

3
Execution time 01:33:55 00:08:23 00:07:34 00:08:01 00:09:01 00:09:18 00:09:18

Valve to close 55 55 55 50 50 47 47

could be used in the case of scheduling tasks of repair teams
in the event of a crisis. Figure 4 shows an example of a task
scheduling algorithm for scenario 1 in a large network. In ad-
dition, Table 8 presents the results of the genetic algorithm for
individual scenarios in comparison to brute force (complete re-
view of all combinations of task distribution).

In most cases, the genetic algorithm found the optimal so-
lution (in considerably shorter time). Only in three cases was

Table 8
Information about analyzed scenarios

Scenario
Brute force Genetic algorithm

Time Time Is it optimal?

small – scenario 1 00:00:25 00:00:04 Yes

medium – scenario 1 00:16:14 00:03:44 Yes

large – scenario 1 00:18:27 00:03:11 Yes

small – scenario 2 00:00:51 00:01:02 Yes

medium – scenario 2 00:56:25 00:07:24 No

large – scenario 2 04:20:44 00:24:53 Yes

small – scenario 3 00:01:44 00:00:32 Yes

medium – scenario 3 00:55:21 00:06:54 No

large – scenario 3 02:13:11 00:16:39 No
Fig. 4. Example of graph searching algorithm with trace water

and aggregation algorithm – task scheduling results
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the solution not optimal but remarkably similar. In the case of
medium scenario 2, the total difference in arrival at the failure
was 14 minutes, for medium scenario 3: 8 minutes and large
scenario 3: 22 minutes, which is a fully acceptable solution
from the point of view of creating renovation tasks.

5. CONCLUSION
5.1. General thoughts – the pros and cons
The results of the presented scenarios show that the proposed
algorithms are a good development base for decision support
systems or early warning systems. Decision-makers and sys-
tem developers should consider that the usefulness of this type
of solution depends to a considerable extent on their coherence
and integration with system handling failures [17]. The inte-
gration of the proposed approach with DSS or EWS directly
determines the reliability of the results obtained [11,17]. Using
the hydraulic model of the water distribution system and ini-
tial information on the algorithm return list of valves needed to
be closed. Then, depending on the selected algorithm, we can
determine the order of the closures and the sequence of failure
repair.

All algorithms presented were developed using an open-
source license. The great advantage of these types of ap-
proaches is the lack of licensing cost. Each version has been
implemented in a modular manner, i.e. easily expandable. This
means the software can evolve in real time – the developers can
easily add new functionalities and modifications at any time.

The disadvantage of the proposed solution is the assump-
tion that we have knowledge about the location failures. Dur-
ing a disaster (e.g. after an earthquake), we do not have holis-
tic knowledge about failures, often only after some time do we
learn about new ones. Therefore, it is worth considering a dy-
namic list of failures, which may change during the simulation.
Another thing to be aware of is the assumption about valve
closing time and conditions. Currently, the algorithm treats all
valves as active. In fact, it often happens that, despite the pres-
ence of a valve in a given section, the status cannot be changed
due to it is lack of efficiency.

5.2. Future research direction
The implemented algorithm is modular. It can be easily ex-
panded with additional options. It is worth extending the cur-
rent application with a task scheduling algorithm for specific
renovation teams, assuming the capacity of repair vehicles, the
skills of individual teams, warehouse inventory, etc. The appli-
cation prepared in this way would be a great tool that can be
used in a crisis.

The implemented algorithm is modular. It can be easily ex-
panded with additional options. It is worth extending the current
application with a task scheduling algorithm for specific reno-
vation teams, assuming the capacity of repair vehicles, the skills
of individual teams, warehouse inventory, etc. The application
prepared in this way would be a great tool that can be used in
a crisis.

In the EPANET environment and the INP file that contains
the network topology data, there is no information about net-

work valves, their location, and status. Therefore, it is worth de-
veloping standards for presenting information about the valves
in a separate file or database, so that they can be loaded directly
with the analyzed model. The information on the gate valves
could also be updated following technical inspections.

In addition, it is worth considering a simple user interface,
because currently everything is done via the console and com-
mands that run individual scenarios.
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