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Abstract. Face Sketch Recognition (FSR) presents a severe challenge to conventional recognition paradigms developed basically to match
face photos. This challenge is mainly due to the large texture discrepancy between face sketches, characterized by shape exaggeration, and face
photos. In this paper, we propose a training-free synthesized face sketch recognition method based on the rank-level fusion of multiple Image
Quality Assessment (IQA) metrics. The advantages of IQA metrics as a recognition engine are combined with the rank-level fusion to boost the
final recognition accuracy. By integrating multiple IQA metrics into the face sketch recognition framework, the proposed method simultaneously
performs face-sketch matching application and evaluates the performance of face sketch synthesis methods. To test the performance of the recog-
nition framework, five synthesized face sketch methods are used to generate sketches from face photos. We use the Borda count approach to fuse
four IQA metrics, namely, structured similarity index metric, feature similarity index metric, visual information fidelity and gradient magnitude
similarity deviation at the rank-level. Experimental results and comparison with the state-of-the-art methods illustrate the competitiveness of the
proposed synthesized face sketch recognition framework.
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1. INTRODUCTION
Face Sketch Synthesis (FSS) plays a central role in both dig-
ital social entertainment and criminal investigations for law-
enforcement [1, 2]. For instance, in public safety applications,
it is common that a face photo of a suspect, captured by a
surveillance camera, is in low resolution with pose/light vari-
ations, occlusion or even worse, it cannot be available due
to its fraudulent concealment [3]. In such a practical sce-
nario, the sketch drawn by forensic experts from video surveil-
lance or according to the eyewitness descriptions is a valu-
able tool for reducing and deducting potential suspects from a
large-scale mugshot database. However, directly matching the
sketch drawn by forensic experts to the mugshot database us-
ing algorithms developed for face recognition performs poorly
due to the great discrepancy in their texture and imaging
modes [2]. Therefore, face sketch synthesis procedure is often
used to reduce the large texture mismatch between mugshot
photos and sketch images. An intelligent sketch-based face
recognition system relies on automatic face sketch synthesis
from photographs. The mugshot photos are transformed into
sketches and then the probe sketches drawn by forensic ex-
perts are used to identify the suspect from synthesized sketch
gallery [4].
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FSS techniques can be grouped into two main categories,
data-driven and model-driven [5]. The data-driven methods
synthesize a face sketch from similar training sketch patches
through a linear combination. The data-driven methods are di-
vided into two classes. The first class synthesizes each sketch
patch independently, e.g., the Locally Linear Embedding (LLE)
[6] and the Spatial Sketch Denoising (SSD) [7]. The sec-
ond class considers neighbouring constraints and mainly refers
to probabilistic graphical model-based methods such as the
Markov Random Field (MRF) [4] and the Markov Weight Field
(MWF) [8]. The model-driven methods refer to models that
learn a mathematical function offline from the training photo-
sketch pairs, which map a photo (patch) to a sketch (patch). For
instance, Wang and al. [9] utilized a linear regressor to learn the
mapping from the training photo-sketch pairs, which synthesize
a sketch at a breakneck speed.

On the other hand, deep learning has recently attracted in-
creasing attention, and has been widely applied to close topics
such as image super-resolution, image style transfer, image fu-
sion and image classification [10–13]. For the problem in hand,
Zhang et al. [14] developed a model based on a Convolutional
Neural Network (CNN) to learn the end-to-end photo-sketch
mapping. Recently, inspired by the significant success of Gen-
erative Adversarial Networks (GAN) [15] in image-to-image
translation problems [16], various GAN-based FSS methods
[2, 17–19] have achieved compelling progress. While the data-
driven or exemplar methods suffer from detail loss, the model-
driven methods are characterized by micro-details preservation
at the cost of requiring more training data [5].
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When face sketch synthesis is used for law enforcement, IQA
metrics and face sketch recognition accuracy are usually con-
sidered as criteria to evaluate the face sketch synthesis per-
formance [20]. IQA metric delivers a measure to estimate the
quality of synthesized face sketch regarding the image distor-
tions [21, 22]. Face photo-sketch recognition accuracy is used
as an indirect way to assess the performance of face sketch
synthesis methods [23]. Xiao and Gao [24] proposed an objec-
tive IQA, designed according to the consistency of face sketch-
photo recognition, where they confirmed the premise that IQA
metric should predict the matching performance and vice versa.
The most recent FSS techniques target structure-consistence,
identity preservation and realistic texture demonstrating high
recognition rate and good visual quality [2, 17, 18, 25, 26]. An-
other promising direction of research in face sketch recognition
was introduced in [27]. In this work, the authors introduce the
issue of fusion at different levels of multiple stylistic sketches
for suspect identification.

Inspired by the previous work and motivated by the progress
made in full-reference image quality assessment achieved by
the fusion of single quality metrics as demonstrated in [26,
28, 29], we propose in this paper a simple yet efficient face
sketch recognition system based on the fusion of multiple full-
reference image quality metrics. To validate the proposed ap-
proach and as a proof of concept, the training-free system pro-
posed in [23] is taken as a baseline. The training-free feature
is simply achieved by visual quality metrics through match-
ing ground truth and synthesized sketches. The same recogni-
tion pipeline is used to evaluate the recognition performance
of the recently proposed Bayesian Face Sketch Synthesis [30].
Our contribution in this paper is threefold. First, to the best of
our knowledge, this is the first work that introduces the com-
bination of multiple quality metrics for face sketch recognition
task. Second, by embedding the fusion of multiple IQA met-
rics into the face recognition framework, the proposed approach
simultaneously evaluates the performance of face sketch syn-
thesis methods and conduct the face recognition application.
Third, the proposed recognition strategy is benchmarked and
compared favourably to the state-of-the-art methods, achieving
a significant gain in performance. As it is expensive to collect
large-scale photo sketches for training matchers, our proposed
method is training-free, overcoming this issue.

The rest of this paper is organized as follows: the next sec-
tion is dedicated to the overview of the Face Sketch Recognition
framework using single Image Quality Assessment Metrics and
the description of the four IQA metrics. In Section 3, we will
present the proposed fusion strategy. Section 4 provides the ex-
perimental evaluation and results. Finally, the conclusion and
perspectives are presented in Section 5.

2. REVISITING IMAGE QUALITY ASSESSMENT METRICS
FOR FACE SKETCH RECOGNITION

Motivated by the strong correlation between face sketch recog-
nition accuracy and IQA metrics, a training-free framework for
sketch recognition is proposed in [23]. The rationale behind the
IQA-based methods for sketch recognition is to compute the

IQA scores between a probe sketch, which is taken as the refer-
ence image (ground truth), and each synthesized sketch in the
gallery database, taken as the distorted image. IQA scores, ob-
tained by the full-reference IQA metrics, are arranged in de-
scending/ascending order according to the IQA metric utilized
to form the list of matching identities. The synthesized face
sketch which obtains the best IQA score, in the nearest neighbor
sense, is identified as the suspect.

In this training-free recognition framework, four data-driven
sketch synthesis methods are applied to transform mugshot
photos into sketches, namely, LLE , SSD , MRF and MWF
methods. To conduct the matching operation, four common
full-reference image quality assessment metrics are explored:
the Structured Similarity Index Metric (SSIM) [21], the Vi-
sual Information Fidelity (VIF) [31], the Feature Similarity In-
dex Metric (FSIM) [32] and the Gradient Magnitude Similar-
ity Deviation (GMSD) [22]. On the one hand, the four selected
IQA metrics are widely adopted in the literature and have been
shown to provide good performance in many previous works
[28, 29, 33]. On the other hand, any existing IQA metric can
be easily embedded into our proposed framework to further en-
hance the performance of the face sketch matching. It is also
important to note that all these IQA metrics are designed for
gray-scale images.

Hereafter, Ir and It denote the probe sketch image drawn by
the experts and its corresponding synthesized sketch, respec-
tively.

2.1. Structural Similarity Index Metric
The SSIM [21] algorithm performs similarity measurement in
three steps: luminance comparison l, contrast comparison c, and
structure comparison s. Their respective formulas are provided
in (1), (2) and (3):

l =
2µrµt +T1

µ2
r +µ2

t +T1
, (1)

c =
2σrσt +T2

σ2
r +σ2

t +T2
, (2)

s =
σr,t +T3

σrσt +T3
, (3)

where µr, µt represent the mean intensities of probe sketch im-
age and its synthesized sketch, respectively. σr, σt are the vari-
ances of the probe sketch image and its synthesized sketch re-
spectively, and σr,t is the covariance. T1, T2, and T3 are positive
stabilizing constants chosen to prevent the denominator from
becoming too small. The overall similarity is a function of com-
bination:

SSIM = [l(Ir, It)]
α [c(Ir, It)]

β [s(Ir, It)]
γ , (4)

where α , β , and γ are positive constants chosen to indicate the
relative importance of each component.

2.2. Visual Information Fidelity
The VIF [31] algorithm models natural images in the wavelet
domain using Gaussian scale mixtures (GSMs). It quantifies
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how much information is preserved in the distorted image from
the reference image. VIF measure consists of three compo-
nents: source model, distortion model, and human visual sys-
tem (HVS) model. The VIF quality measure is calculated as
follows:

V IF =

∑
j∈subbands

It(C j;F j | z j)

∑
j∈subbands

Ir(C j;E j | z j)
, (5)

where j is the subband index, and It(C j;F j | z j) and Ir(C j;E j |
z j) are the corresponding mutual information of the j-th sub-
band in the synthesized sketch image It and its reference sketch
image Ir, respectively.

2.3. Feature Similarity Index Metric
The FSIM [32] assumes that HVS understands an image mainly
according to its low-level features. Therefore, it computes the
quality estimates based on the phase congruency PC as the pri-
mary feature, and incorporates the gradient magnitude GM as
a complementary feature. The FSIM similarity between the Ir
and It can be represented as:

FSIM =

∑
x∈Ω

SPC.SG.max(PCr(x),PCt(x))

∑
x∈Ω

max(PCr(x),PCt(x))
, (6)

where PCr(x) and PCt(x) are PC maps computed for Ir and It
respectively at location x, Ω is the image spatial domain. SPC
and SG are defined as follows:

SPC =
2PCr(x).PCt(x)+T 1
PC2

r (x).PC2
t (x)+T 1

, (7)

SG =
2GMr(x).GMt(x)+T 2
GM2

r (x).GM2
t (x)+T 2

, (8)

where GMr(x) and GMt(x) are GM maps for Ir and It at loca-
tion x, respectively. T 1 and T 2 are positive constants utilized to
increase the stabilities of SPC and SG, respectively.

2.4. Gradient Magnitude Similarity Deviation
The GMSD [22] focuses on computational efficiency of the
quality prediction, by simply computing pixel-wise Gradient
Magnitude Similarity (GMS) followed by applying standard de-
viation pooling to the GMS map as Gradient Magnitude Simi-
larity Mean (GMSM). The GMSD similarity between the Ir and
It is computed as follows:

GMSD =

√√√√ 1
N

N

∑
i=1

(
GMS(i)− 1

N

N

∑
i=1

GMS(i)

)2

, (9)

where the gradient magnitude similarity GMS(i) between Ir and
It at location i is computed as follows:

GMS(i) =
2GMr(i)GMt(i)+ c
GM2

r (i)GM2
t (i)+ c

, (10)

where GMr(i) and GMt(i) are the GM maps for Ir and It at
location i, respectively. c is a positive constant that supplies nu-
merical stability.

3. FUSION OF IQA METRICS FOR SYNTHESIZED FACE
SKETCH RECOGNITION

Although numerous IQA Metrics have been proposed during
the last years, there is no single quality measure that signif-
icantly beats others [29]. Different fusion-based methods are
assessed to exploit the diversity and complementarity of differ-
ent metrics in the context of image quality assessment [33, 34].
Considering the IQA measures presented in Section 2, our pro-
posed face sketch recognition framework is based on their rank-
level fusion.

Rank-level fusion has been discussed in [35,36] including the
highest rank method, the Borda count method and the weighted
Borda count method. The first two methods do not employ
any statistical information about the matcher performance in
the combination process. In other words, these two approaches
do not require a training phase. In contrast to the weighted
Borda count method, which requires a training phase to cal-
culate weights for different matchers. Moreover, the advantage
of the Borda count method over the highest rank one is its abil-
ity to account for the variability in ranks due to the use of a
large number of classifiers while the highest rank method suf-
fers from its inherited tie problem. Therefore, we choose Borda
count for fusion in our work.

The rank-level combination using Borda count is the most
commonly used method for unsupervised rank-level fusion. In
Borda count method, the fused rank is calculated as the sum of
the ranks of individual matchers:

Ri =
c

∑
i=1

ri, j , (11)

where ri, j denotes the rank of jth sample using ith matcher, c
refers to the number of used matchers.

The Borda count method using, equation (11), assumes that
the IQA matchers are statistically independent and that all of
them perform well [35]. However, this assumption may not al-
ways held as the IQA metrics used in different matchers are
extracted from the same sketch probe. This makes Borda count
method highly vulnerable to the effect of weak classifiers. To
enhance the performance of Borda count method, the Nanson
function [37], known also as the Borda elimination, is used.
One of the Nanson function properties is to eliminate the weak-
est rank, i.e.,

maxri, j = 0 . (12)

In this implementation, the weakest rank is therefore firstly
eliminated and then the regular Borda count is computed on the
remaining ranks equation (11).

The block diagram of the proposed framework is depicted in
Fig. 1. Firstly, all mugshot photos are synthesized into sketches
by face sketch algorithms, e.g., LLE [6]. Subsequently, given
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Fig. 1. Block diagram of the proposed method for face sketch recognition. Four IQA-based match scores are computed and fused using
Borda count method

a probe sketch, taken as the reference image and each synthe-
sized sketch in gallery, taken as the distorted image, four match-
ing sores are computed by the considered IQA full-reference
metrics. The previous step produces a ranking list for each IQA
matcher. Finally, the ranked lists of the different individual IQA
matchers are fused using Borda count method.

The proposed framework offers two major advantages; it im-
proves the performance of face sketch recognition based on a
single IQA metric and it has the desirable property of being
training free, as it is expensive to collect photo sketches at large
scale for matchers learning.

4. EXPERIMENTAL RESULTS
In our experiments, we adopted the full-reference IQA base-
line presented in Section 2. We followed the same experimen-
tal protocol and we used the same benchmark. Face sketches
used in this benchmark are from the Chinese University of
Hong Kong (CUHK) face sketch database (CUFS). It is com-
posed of three sub-datasets, i.e., the Chinese University of Hong
Kong (CUHK) student database [38] which includes 188 faces,
the AR database [39] with 123 faces, and 295 faces from the
XM2VTS database [40]. For each face, there is a face sketch
drawn by an artist based on the corresponding photo.

An illustrative example of the synthesized face sketch by the
four exemplar-based methods considered in this work is shown
in Fig. 2. To conduct training-free recognition, 338 synthesized
face sketches (100 CUHK + 43 AR + 195 XM2VTS) were used
as the probe set, and the corresponding ground-truth sketches
drawn by the artist were taken as the gallery set (it is also the

Fig. 2. Synthesized face sketch examples by four data-driven methods
on three datasets. The first column is the input photo and the second
column is the corresponding sketch drawn by the artist. The third to
the last column are the results of LLE, SSD, MRF and MWF meth-
ods. These three face photos are from the CUHK Student, AR, and

XM2VTS dataset respectively.

reference image for IQA). Table 1 shows the recognition rate
(rank-1 accuracy) of each synthesis method using both single
IQA and our framework dubbed IQA-fusion. From Table 1, it
can be seen that the proposed recognition framework achieves a
substantial gain in performance compared to single IQA match-
ers for all the four synthesis techniques. This gain is more pro-
nounced for the LLE with an absolute gain of 6.8% w.r.t to the
best IQA matcher achieved by FSIM. An important observation
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to highlight is that the MWF synthesis technique which yields
the best recognition accuracy for all the IQA metrics benefici-
ates also from the IQA-fusion with an absolute gain of 4.73%
w.r.t to the best IQA matcher (VIF). This gain in performance
can be justified by the diversity and complementarity of single
IQA matchers.

This gain in performance is also manifested by the Cumula-
tive Match Characteristic (CMC) curves shown in Fig. 3. The

Table 1
The recognition accuracy of the single IQA-based methods and the

IQA-fusion framework. The best recognition rates are in bold

Method SSIM VIF FSIM GMSD Ours

LLE (%) 75.15 82.54 82.84 81.95 88.17

SSD (%) 78.99 84.02 74.85 75.44 85.21

MRF (%) 78.11 74.26 83.43 77.22 85.50

MWF (%) 82.54 84.91 84.02 84.62 89.64

outperformance of the IQA-fusion approach especially among
first several ranks is apparent.

It is worth noting that the proposed fusion framework is
tested on four classical exemplar-based synthesis echniques.
To further demonstrate the effectiveness of our proposal, we
compare the CMC using the proposed IQA-fusion strategy ap-
plied on State Of The Art (SOTA) sketch synthesis technique
based on Generative Adversarial Learning (GAN) for generat-
ing a structure-consistent and realistic texture sketch proposed
in [17], with two face sketch recognition systems also based on
SOTA FSS techniques while adopting the same testing protocol
used in our study. The first system is based on the Bayesian
sketch synthesis proposed recently in [30], the matching is
based on the SSIM and VIF matchers. And the second sys-
tem is utilized the GAN for detail-preserving proposed in [19],
and the recognition is based on the pretrained ResNet-50 model
(trained on VGGface2 database) [41] for face embedding and
the Euclidean distance to measure the feature similarity.

Table 2 shows the CMC from rank-1 to rank-10 of the pro-
posed IQA-fusion applied on LLE, MWF and GAN-based FSS

(a) (b)

(c) (d)

Fig. 3. CMC curves using single and the proposed fusion of IQA-based methods on face sketches generated by (a) LLE, (b) SSD,
(c) MRF and (d) MWF
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Table 2
CMC using the proposed IQA-fusion on face sketch synthesized by LLE, MWF and GAN-based method respectively, the
Bayesian face sketch synthesis using SSIM and VIF matchers and finally GAN-based method using ResNet-50 trained on

VGGFace2. The best recognition rates are in bold

Rank 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

LLE(%)
(IQA-Fusion (Ours))

89.64 93.79 94.67 94.97 94.67 95.27 95.86 96.15 96.75 97.63

MWF(%)
(IQA-Fusion (Ours))

89.64 92.01 93.79 94.97 95.86 96.75 97.34 97.34 97.34 98.22

Bayesian(%)
(SSIM) [30]

90.53 93.79 94.67 95.56 95.86 97.34 97.34 97.63 97.63 97.63

Bayesian (%)
(VIF) [30]

89.35 93.20 94.08 96.45 97.63 98.52 98.52 98.82 98.82 98.82

GAN(%)
(ResNet-50) [19]

83.4 / / / 96.2 / / / / 97.9

GAN(%)
(IQA-Fusion (Ours))

94.97 96.75 97.93 97.93 98.52 98.52 98.52 98.52 99.11 99.11

methods, respectively and the two compared sketch recogni-
tion systems. From Table 2, it can be seen that the proposed
IQA-fusion framework makes the classical sketch generation
technique, represented by LLE and MWF, competitive with the
advanced Bayesian method using a single IQA for matching
and compares favourably with the recognition framework using
state-of-the-art architecture dedicated to face recognition and
applied on GAN-based FSS technique. Whereas our proposed
method using GAN-based FSS outperforms all the other ap-
proaches by a high margin. The last observation confirms that
despite the research effort to make the synthesized face more
vivid and realistic, it still suffers from shape exaggeration. In
contrast, the state-of-the-art deep learning models are generally
characterised by texture bias, especially when considering the
last layers for recognition task [42].

Besides the face sketch recognition application, the proposed
IQA-fusion framework could also be utilized to compare the
performance of different face sketch synthesis techniques. In
Table 2, considering, the CMC of the three FSS techniques
to which the proposed IQA-Fusion framework was applied,
it can be seen that the model-driven methods represented by
GAN-based FSS perform better than the data-driven methods
represented by LLE and MWF, respectively. Furthermore, em-
bedding customized IQA metrics, particularly those designed
for synthesized face sketches, such as [43], may improve the
framework proposed even better. Actually, the proposed fu-
sion framework could be generalized to other heterogeneous
face matching applications [44] such as matching visible light
to near-infrared (VIS-NIR) face images and high-resolution to
low-resolution (HR-LR) face images.

5. CONCLUSIONS
In this paper, we proposed a training-free face sketch recog-
nition method based on the rank-level fusion of image quality
assessment metrics. The Borda count method is employed to

fuse four full reference assessment metrics for implementing
the proposed framework, i.e., the SSIM, VIF, FSIM, and GMSD
methods. We utilized five face sketch synthesis techniques to
transform the photos in the database into sketches, includ-
ing four Data-driven methods and one Model-driven method.
Experimental results illustrate that the proposed pipeline out-
performs the single IQA-based matchers. We also compared
the proposed fusion IQA metrics-based recognition framework
with two state-of-the-art sketch recognition frameworks based
on two recently proposed face sketch synthesis techniques,
where the obtained recognition accuracies confirm the effec-
tiveness of our proposal. Our work constitutes a preliminary
study on the topic of the fusion of multiple quality metrics
for face sketch recognition. The application of the proposed
fusion framework on recent face sketch synthesis techniques
and the investigation of the current IQA metrics is an imme-
diate perspective of this work. In addition, this paper high-
lights the need to consider the fusion and combination of IQA
metrics as a loss function during the process of face sketch
synthesis.

To support the principle of reproducible research, we make
our code publicly available through Github repository named
IQA-Fusion.
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