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Abstract: The problem of an inconsistent description of an “interface” between the A/D
converter and the digital signal processor that implements, for example, a digital filtering
(described by a difference equation) – when a sequence of some hypothetical weighted
Dirac deltas occurs at its input, instead of a sequence of numbers – is addressed in this
paper. Digital signal processors work on numbers, and there is no “interface” element that
converts Dirac deltas into numbers. The output of the A/D converter is directly connected
to the input of the signal processor. Hence, a clear conclusion must follow that sampling
devices do not generate Dirac deltas. Not the other way around. Furthermore, this fact has
far-reaching implications in the spectral analysis of discrete signals, as discussed in other
works referred to in this paper.
Key words: signal sampling, modelling of ideal or non-ideal sampling via averaging
operation, Dirac and Kronecker deltas

1. Introduction

In the current model of signal sampling operations, the sampled signal (considered as a func-
tion of continuous time) is modelled as a sequence of weighted Dirac impulses. See, for example,
such prominent references as [3–11]. Here, this description is confronted with the fact that
sampling devices that produce Dirac deltas in fact do not exist.

A model developed in this paper takes into account the fact that because of physical and
technological constraints carrying out the signal sampling at a zeroth time is not possible. The
time for getting a sample is always greater than zero. Only in an abstract idealized case, it can be
assumed to be equal to zero. Furthermore, the signal samples are then considered to be ideal.
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The latter case is discussed here, and, as shown, it can be perceived as a boundary of the
former. Moreover, both can be treated in a consistent manner.

A basic mathematical tool used in developing our model is a local averaging operation,
applied also in [4,9], and [19]. However, our results presented here differ substantially from those
presented in these references. Why this is the case is explained in detail in this paper.

2. Modelling of ideal or non-ideal signal sampling via averaging

Consider a signal 𝑥(𝑡) of a continuous time 𝑡 and the operation of its sampling. The latter, as
it is known, cannot be performed in an ideal way because A/D converters that sample a signal
“pointwise on the time axis” simply do not exist. Any real A/D converter needs a finite amount
of time for each sample it produces in a sequence of signal values; let us denote it here as 𝜏.
Furthermore, a value of the parameter 𝜏 depends upon the design principles and electronics that
are used in construction of an given A/D converter.

Now we would like to know how to model the above in a fairly simple way, while leaving out
all the physical details?

To this end, note that a manner in which similar problems have been handled in physics [14,18]
can be helpful. That is by treating them as involving a local averaging of physical quantities; or,
more generally, processing which can be described as an application of a local convolution.
We note further that this approach is already present in the area of signal processing; see,
for example, [4, 9, 19]. However, in these cited publications, it is not fully correctly applied.
Explanation of this fact, as already mentioned in the introduction, is the subject of this paper.

Further, in light of what was said above, it is legitimate to treat the values that appear as outputs
of A/D converters as “deformed” or “smeared” (with reference to the desired perfect samples).
“Deformed” or “smeared” by a local signal averaging [9] or as a result of a local convolution [4].
(We note that the first can also be expressed as a convolution; see, for instance, [12].)

In other words, we speak about a non-ideal sampling and a sequence of non-ideal samples.
Obviously, in theory, an abstract (idealized) case, in which 𝜏 = 0, can be also considered. Then,
we say that we have to do with an ideal sampling. So, the samples are called ideal in the latter
case.

Observe further that the case of 𝜏 = 0 can be perceived as a boundary instance, when no
deformation (smearing) of the value of a signal sample occurs. And, as is used in this sense in
the current theory of (ideal) signal sampling.

As already said in the introduction, a description of the non-ideal signal sampling that follows
from modelling it by a signal averaging is used here. Therefore, the reader’s attention is drawn
to the many convincing arguments for doing so that can be found in the literature; see, for
example, [12–14].

On the other hand, note that the signal averaging operation as described, for example, in [9]
cannot be applied in the same way (that is directly) in the case of signal sampling. Then, it must
be modified due to the smearing effect. This fact has already been pointed out in the literature
in [12] and [13], in discussing the possibility of modelling any measurement process via signal
sampling.
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Further, in the context of the above remark, we note that a direct application of the signal
averaging (or convolution) to the non-ideal signal sampling, as it has been done in [4, 9, 19], is
not fully correct. We will try to explain why not in our step-by-step analysis that follows.

Let us start first with a remark that time for an A/D converter at its input and its output is
the same, which is very significant. While we are speaking about a continuous time at the input
and a discrete time at the output, but this regards exclusively elements of two time spaces (one
regarded in the literature as a continuous time and the second as a discrete time). This does not
absolutely mean that the physical time on both sides of an A/D converter is different.

Because we have to do with only one physical time space, there is rather something artificial
in its treatment differently in the case of the signals of a continuous time, and differently when
considering the so-called discrete-time signals.

We previously noted the inconsistency mentioned above in [20] as well as in [21]. However,
many researchers working in the area of signal processing still believe that it does not matter. It
has already been shown, in a couple of recently published papers (see, for example, [16] and [17]),
that just the opposite holds. This article is the next in a series, which shows how the inconsistency
mentioned above affects correctness of results – in case of solving “mixed problems” that involve
signals taken from both the continuous and discrete time spaces. Here, it will be shown that
the ideal signal sampling models presented in [4, 9, 19] are not fully correct. They need some
improvements, which we develop in this paper.

In our approach, the signals considered in the literature separately as continuous and discrete
time series, that is as if they came from “two different worlds” (or spaces): consisting of only con-
tinuous time (analog) signals and of only discrete-time signal waveforms, are regarded uniformly.
In [20] and [21], a new signal notion has been introduced into the theory, and defined as a signal
object. This concept means that every series (signal) of a continuous time together with its infinite
number of discrete-time equivalents, where the discrete-time equivalent (of a given continuous
time signal) stands for any of its sampled versions, which can be reconstructed perfectly using one
of the known reconstruction formulas as, for instance, the Shannon’s [2] or Vetterli’s formula [9].
Obviously, by definition, the signal object possesses an infinite number of elements. Furthermore,
all of them are functions of a continuous time variable 𝑡.

So, invoking the above two properties (expressed here in a descriptive way, so as not to
complicate the development presented here), it is clear that the elements of the signal object are
unique. Admittedly, they differ visually from each other, but that does not matter (in the sense
defined above).

Finally, it must be strongly emphasized that in our approach the sampled signals (i.e. the
discrete-time ones) are not simply sets of indexed values (samples), or something like “bags
of indexed elements”. They are always considered as functions of a continuous time variable 𝑡.
Further, this is consistent with what was said above about the physical time at the input and output
of an A/D converter.

Inspired by [14], modelling of the operation of averaging has been tailored in [12] to the needs
of processing signals. And, this way is adopted here, however, in a slightly modified version. The
modification regards the instant of “delivering” a “smeared” value of a sample. Namely, in
modelling a measurement process, this instant is the moment of completion of the local signal
averaging operation. But, unlike this, the result of a local signal averaging has to be “clipped” to
the instant of the beginning of the averaging process in the non-ideal signal sampling. In other
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words, it is attributed to this instant – however – only virtually. Actually, this value is available
at the output of an A/D converter for processing by a microprocessor a one sampling period, 𝑇 ,
later.

For illustration, consider Fig. 1 below.
In Fig. 1, 𝑥𝑆,𝑇 (𝑡) means a “smeared” sampled signal in which every sample does not represent

a single value, but it forms an impulse of width 𝜏. So, it can be viewed as “a kind of smearing
of a discrete sample value on an interval 𝜏”. And, these “smeared” impulses are “clipped” to the
instants of virtual appearances of the ideal samples. Moreover, the smearing process mentioned
is modelled here as a local signal averaging.

 

Fig. 1. Illustration of a not ideally sampled signal (upper curve) in form of a series of smeared samples
(forming narrow impulses), an example signal used in this sampling is shown below (lower curve), figure

taken from [1]

So, as a result of performing these two operations described above, it is obtained

𝑥𝐴,𝑇 (𝑡) = AV
(
𝑥𝑆,𝑇 (𝑡)

)
=

∞∑︁
𝑘=−∞

av
(
from 𝑥𝑆,𝑇 (𝜆 = 𝑘𝑇)

to 𝑥𝑆,𝑇 (𝜆 = 𝑘𝑇 + 𝜏)
)
𝛿𝑘, 𝑡

𝑇
(𝑡) =

∞∑︁
𝑘=−∞

𝑥(𝑘𝑇)𝛿𝑘, 𝑡
𝑇
(𝑡),

(1)

where the symbol AV stands for an operator that transforms an infinite train of impulses as in
Fig. 1 into an infinite train of single values as shown in Fig. 2 – according to these two rules
given in a descriptive form above. The result of this operation is the signal 𝑥𝐴,𝑇 (𝑡). And, the next
symbol, “small av”, means performing a local averaging around an indicated “smeared” sample
(that is on a given impulse of 𝑥𝑆,𝑇 (𝑡)); the result of this operation is denoted here by 𝑥(𝑘𝑇). And
finally, 𝛿𝑘, 𝑡

𝑇
(𝑡) in (2) means a time-shifted Kronecker time function [1, 15].
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Fig. 2. Illustration to transformation of the signal 𝑥𝑆,𝑇 (𝑡) shown in Fig. 1 to the signal 𝑥𝐴,𝑇 (𝑡). Note that
the lengths of “posts” in Fig. 2 are not equal to the values of the ideal signal samples 𝑥(𝑘𝑇). They differ

from them and equal the values of 𝑥(𝑘𝑇)

Here, in order to model the local signal averaging, its description presented in detail in [12]
and [14] is used. So, along these lines, the following can be written:

𝑥(𝑘𝑇) = av (from 𝑥(𝑡 = 𝑘𝑇) to 𝑥(𝑡 = 𝑘𝑇 + 𝜏)) =
𝑘𝑇 +𝜏∫
𝑘𝑇

𝑥(𝜆)𝑎(𝑘𝑇 + 𝜏 − 𝜆) d𝜆, (2)

where the function 𝑎(𝑡) is assumed to have the following form [12]:

𝑎(𝑡) = 1
𝜏

for 0 < 𝑡 < 𝜏, and 0 elsewhere. (3)

Note further that because of a sifting character of the function 𝑎(𝑡) given by (3) (in the interval
from 0 to 𝜏) (2) can be rewritten as

𝑥(𝑘𝑇) =
∞∫

−∞

𝑥(𝜆)𝑎(𝑘𝑇 + 𝜏 − 𝜆) d𝜆. (4)

So, it can be concluded from (4) that the averaged (smeared sample) value 𝑥(𝑘𝑇) can be
expressed as a convolution of the signal 𝑥(𝑡) with an impulse response 𝑎(𝑡 + 𝜏), that is calculated
for the instant 𝑘𝑇 . (For the needs of our further derivations, it can be assumed that this convolution
exists for all 𝑡 ∈ R, where R denotes the set of real numbers.)

Now, let us check what happens when we approach the boundary case of 𝜏 = 0 mentioned
before. That is when 𝜏 → 0 in the model describing Formulas: (1) to (4), what means, as said
above, that we approach then the case of an ideal sampling.

Note that using arguments presented, for example, in [14] for the case of 𝜏 → 0, it can be
written 𝑎(𝑡) → 𝛿(𝑡), where 𝛿(𝑡) means a Dirac delta (called also a Dirac impulse or distribution).
So, applying this in (4) leads to

𝑥(𝑘𝑇) → 𝑥(𝑘𝑇) =
∞∫

−∞

𝑥(𝜆)𝛿(𝑘𝑇 − 𝜆) d𝜆 =

∞∫
−∞

𝑥(𝑘𝑇)𝛿(𝑘𝑇 − 𝜆) d𝜆. (5)
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Accordingly, (1) reduces for the case of the ideal sampling to

𝑥𝐴,𝑇 (𝑡) → 𝑥𝐼 ,𝑇 (𝑡) =
∞∑︁

𝑘=−∞
𝑥(𝑘𝑇)𝛿𝑘, 𝑡

𝑇
(𝑡), (6)

where 𝑥𝐼 ,𝑇 (𝑡) means the corresponding version of 𝑥𝐴,𝑇 (𝑡) (just for the ideal sampling).

3. Discussion

Let us summarize here findings and draw further conclusions from the developments of the
previous section. Note that they are of a general nature and apply to all areas, where the digital
processing is performed with the use of devices such as signal micprocessors (as, for example, in
telecommunications), or with the use of microcontrollers (which are used, for instance, in digital
control of electrical power flows; see example applications discussed in [23, 24]).

First of all, let us recall once again that the signal finite value samples (that appear sequentially
at the output of an A/D converter) form a signal of a continuous time [25–31]. They cannot be
treated simply as a “bag of indexed elements”; for example, when it is tried to calculate its
spectrum. And, there exists in signal processing a vehicle which enables performing this task. It
is based on representing a sequence of signal finite value samples on the continuous time axis
as a series of Dirac impulses multiplied by the corresponding sample values. Subsequently, one
calculates the spectrum of the latter series treated as a function of a continuous time.

As known, there is a consensus in the signal processing community that the above means of
modelling is correct [32–43]. However, there is something odd about it. Namely that the A/D
signal converter is assumed to produce a continuous time signal (at its output or inside) in the
form of a series of weighted Dirac impulses – which is not the case. Such A/D signal converters
that produce series of weighted Dirac impulses do not and cannot exist.

We consulted, regarding the above issue with practitioners, and designers of A/D converters.
They basically confirmed the signals at the outputs of the A/D converters (as functions of
a continuous time) have a form of the signal 𝑥𝑆,𝑇 (𝑡) illustrated in Fig. 1 (upper curve) or
a form of the signal 𝑥𝐴,𝑇 (𝑡) shown in Fig. 2. Whereby the first form is rather very rarely
exploited in signal processing. (Calculation of its spectrum does not pose any problems – as
shown in [1].) Primarily, in digital signal processing applying microprocessors results in the
second case mentioned above. (And here, unlike in the first case, calculation of its spectrum is
problematic; see, for example, [22].) Further, the opinion of these A/D practitioners is that neither
of these two types of signals mentioned above can be perceived as sequences of weighted Dirac
impulses.

Note now that our model fully reflects the above observations. And, in particular, those
regarding the case we are most interested in. That is the “digital” one described by (1) (which
describes a non-ideal “digital” sampling) or (6) (which refers to the ideal version of the latter,
which can be called a “digital” ideal sampling). We also note that the non-ideal and ideal “digital”
samplings in our model differ only in the values of samples. These are the 𝑥(𝑘𝑇) ′𝑠 in the first
case and 𝑥(𝑘𝑇) ′𝑠 in the second. And, obviously, they essentially differ from a modelling approach
which uses a sampled signal description in form of a sequence of short impulses, as illustrated in
Fig. 1 (upper curve) and discussed in detail in [1].
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Finally here, let us explain (illustratively) the nature of the error which is committed in
modelling the ideally sampled signal by

𝑥𝐷,𝑇 (𝑡) =
∞∑︁

𝑘=−∞
𝑥(𝑡)𝛿(𝑡 − 𝑘𝑇) =

∞∑︁
𝑘=−∞

𝑥(𝑘𝑇)𝛿(𝑡 − 𝑘𝑇), (7)

where 𝑥𝐷,𝑇 (𝑡) stands for a sampled signal (considered as a function of a continuous time) at the
A/D output, which is modelled as a sequence of weighted time-shifted Dirac deltas [3–11]. To
this end, rewrite (6) with 𝑥(𝑘𝑇) ′𝑠 replaced with the use of (5). As a result, one obtains then

𝑥𝐼 ,𝑇 (𝑡) =
∞∑︁

𝑘=−∞

©«
∞∫

−∞

𝑥(𝑘𝑇)𝛿(𝑘𝑇 − 𝜆) d𝜆ª®¬ · 𝛿𝑘, 𝑡
𝑇
(𝑡). (8)

In the next step, see that introducing the function 𝛿𝑘, 𝑡
𝑇
(𝑡) in the sum on the right-hand side

of (7) does not change values of the function 𝑥𝐷,𝑇 (𝑡). So, equivalently, (7) can be rewritten as

𝑥𝐷,𝑇 (𝑡) =
∞∑︁

𝑘=−∞

(
𝑥(𝑘𝑇)𝛿(𝑡 − 𝑘𝑇)

)
· 𝛿𝑘, 𝑡

𝑇
(𝑡). (9)

Comparison now of (9) with (8) shows that in fact the expressions

𝑥(𝑘𝑇)𝛿(𝑡 − 𝑘𝑇)

in (9) are replaced by the expressions

∞∫
−∞

𝑥(𝑘𝑇)𝛿(𝑘𝑇 − 𝜆) d𝜆 = 𝑥(𝑘𝑇)

in (8).
However, such a replacement does not lead to the same result because

𝑥(𝑘𝑇)𝛿 (·) ≠ 𝑥(𝑘𝑇).

So, simply, the function 𝑥𝐷,𝑇 (𝑡) assumed in the literature a priori to model the sampled signal
is not correct.

It has been shown in this paper that the discrepancy between the real signals output from
A/D converters and their modelling as weighted Dirac impulses can be significant, and cannot
be neglected from a scientific as well as a didactic point of view. So, certainly, this issue needs
a re-discussion.
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