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Abstract 
 
Predicting the permeability of different regions of foundry cores and molds with complex geometries will help control the regional 
outgassing, enabling better defect prediction in castings. In this work, foundry cores prepared with different bulk properties were 
characterized using X-ray microtomography, and the obtained images were analyzed to study all relevant grain and pore parameters, 
including but not limited to the specific surface area, specific internal volume, and tortuosity. The obtained microstructural parameters were 
incorporated into prevalent models used to predict the fluid flow through porous media, and their accuracy is compared with respect to 
experimentally measured permeability. The original Kozeny model was identified as the most suitable model to predict the permeability of 
sand molds. Although the model predicts permeability well, the input parameters are laborious to measure. Hence, a methodology for 
replacing the pore diameter and tortuosity with simple process parameters is proposed. This modified version of the original Kozeny model 
helps predict permeability of foundry molds and cores at different regions resulting in better defect prediction and eventual scrap reduction. 
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1. Introduction 
 

Permeability in foundry molds and cores plays a vital role in 
producing sound and defect-free casting [1]. The permeability of 
sand molds determines the outgassing ability and the likelihood of 
detrimental defects in castings, such as blow holes, pinholes, and 
metal penetration. Sand molds and cores belonging to the 
consolidated porous media class are produced using methods such 
as hand ramming, jolt squeezing, core shooting, or additive 
manufacturing [2]. Although the goal is to produce molds and cores 
with optimum rigidity, strength, and permeability, regional 
variations in them are inevitable due to process conditions. This is 
especially true for molds and cores with complex geometries or 
those produced using core blowing or traditional molding methods 
[3]. The apparent density (will be referred to simply as density in 

the rest of the paper) of the produced cores may bear local 
variations [4], and therefore, the cores may have different local 
permeabilities. Lannutti et al. studied the density variation in cores 
with methods such as X-ray computed tomography and acoustic 
stimulation, and discussed its effect on the quality of castings [5]. 
Korotchenko et al. in their work showed how casting simulation 
tools can predict the density variations in the cores produced with 
shooting/blowing process depending on the process parameters [6]. 
Winartomo et al. performed multiphase modelling of the core 
shooting process for an industrially used core with complex 
geometry. The authors obtained process parameters, such as mean 
grain size and the sand/solid fraction, to successfully model the 
possible density variations in the produced core [7]. Today, 
commercially available casting simulation tools predict properties, 
such as  density and rigidity of large cores and molds, depending 
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on the geometry and the process conditions [8]. However, the 
available simulation tools still lack the ability to predict 
permeability in local regions. A predictive model that estimates 
permeability in local regions of cores/molds would be helpful in 
identifying potential defects in the cast component. Production 
parameters can be altered based on the results of the simulation 
resulting in reduced scrap and increased productivity.  

Porosity, pore size distribution, and pore connectivity are 
factors that affect the permeability of a porous material [9]. 
Materials such as foundry samples can be treated as packed beds 
where the grain parameters and compactive effort act as the 
primary determinants of the porous structure. Grain parameters 
such as shape, size, and grain size distribution affect the 
permeability and porosity [10]. Compactive effort determines the 
packing of the grains and can increase or decrease the grain contact 
with other grains, thereby affecting the permeability [11]. Sand 
molds and cores are prepared using different binder systems. The 
binder in a sand mold creates 'bridges' that bind or hold the sand 
grains together [12]. The amount of binder used to prepare molds 
also influences the permeability of the molds and cores.  

Only a handful of researchers in the field of casting have tried 
to predict the permeability of foundry molds and cores. Mitra et al. 
used the Kozeny-Carman equation to predict permeability and flow 
characteristics of sand molds prepared from additive 
manufacturing process [13]. However, less focus has been placed 
on the suitability and application criteria of the Kozeny-Carman 
equation for cores prepared using other production processes. Also 
the production parameters such as the grain diameter and porosity 
was not varied significantly. Ettemeyer et al. have used X-ray 
microtomography (μCT) to study the strength, permeability, and 
thermal conductivity of foundry cores [14]. With respect to 
permeability, they used the obtained images from the tomography 
measurements to perform numerical simulations and computed the 
permeability from those images. The work does not consider 
modeling permeability based on a material's pore structure. There 
have been several attempts to predict permeability based on 
microstructural characteristics for other materials such as concrete 
[15,16]  

The primary focus of the present work has been to compare the 
different models available to predict permeability by testing them 
on foundry core samples produced using different production 
parameters. The investigated foundry samples have been 
characterized using the non-destructive X-ray μCT technique. X-
ray μCT is a powerful technique to investigate the interior of a 
material by reconstructing images [17]. The grain and pore 
parameters used in the models have been obtained using image 
analysis tools. The relationship between critical pore parameters 
and typical process parameters (such as grain size, porosity, and 
compactive effort) is identified, and a modified permeability model 
is proposed.  
 
 
 
 
 
 
 

2. Methodology 
 
 
2.1.Permeability Models 
 

Researchers over the years have tried to predict the 
permeability of porous media using theoretical and empirical 
correlations. These correlations either target the attributes of the 
grains, such as grain size distribution, circularity, angularity, and 
roundness, or the pore structure parameters. Most of the earlier 
models developed treat the porous material as a bundle of 
capillaries, and either the Navier-Stokes equations or the Hagen-
Poiseuille equation is solved for each capillary. Capillary models 
based on the Hagen-Poiseuille equation treating the problem with 
different assumptions are derived in the simple form, parallel 
capillary form, or series form. These attempts failed to predict 
permeability without introducing new additional parameters[18]. 
These models are developed from the basic assumption that the 
total velocity (also known as Darcian velocity) of the fluid at the 
outlet side is always less than the local pore velocity. This arises 
from the Dupuit-Forchheimer assumption for fluid flow. 

 
𝑣𝑣 = 𝑞𝑞

𝜑𝜑
                  (1) 

 
where φ is the porosity, v is the total velocity (also known as the 
Darcian velocity), and q is the local pore velocity. The Darcian 
velocity is the average velocity of the fluid passing through a 
porous medium. The total volume flow, Q, through a capillary is 
given by the Hagen-Poiseuille equation, 
 

𝑄𝑄 = 𝜋𝜋𝐷𝐷4 𝑑𝑑𝑝𝑝
128𝜇𝜇 𝑑𝑑𝑥𝑥

             (2) 
 
where D is the diameter of the capillary, dp/dx is the pressure 
gradient across the length of the capillary, and μ is the viscosity of 
the fluid. Assuming there are several such capillaries and 
combining it with the Darcy law [19], the straight capillary (STC) 
case (Eq. 3) and serial capillary (SC) case (Eq. 4) models are 
obtained[18]. The STC model is given as follows: 
 

𝑘𝑘 = 𝜑𝜑𝐷𝐷2

32
              (3) 

 
where k is the permeability. Since the simplest STC model does not 
represent the experimentally determined permeability values, 
researchers identified the need for a more complex model and 
derived the SC model by introducing an additional geometric 
parameter called tortuosity [20]. 
 

𝑘𝑘 = 1
96

𝜑𝜑𝐷𝐷2

𝑇𝑇2
             (4) 

 
where T is the Tortuosity. Tortuosity can be given by the following 
relationship: 
 
𝑇𝑇 = 𝐿𝐿e

𝐿𝐿0
               (5) 
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where Le is the actual length of the pore, and L0 is the shortest 
possible length. The more tortuous the paths for the fluid to traverse 
in the porous medium, the lesser the permeability of the medium is, 
and vice versa. Hence, porous media with a more complex structure 
is often found to be more tortuous in nature. Tortuosity increases 
with an increase in compaction. This has been observed in other 
materials, such as consolidated sandstones [21]. One of the most 
profound models to predict permeability is based on the Kozeny 
theory. In this model, the porous medium is assumed to be an 
assemblage of channels or cylindrical tubes of various cross-
sections and a definite length [18]. The Kozeny equation was 
intended to predict permeability for different classes of materials 
spanning different research fields.  
 

𝑘𝑘 = 𝑐𝑐𝜑𝜑3

(𝑇𝑇𝑆𝑆)2
              (6) 

 
where c is a material-specific constant, and S is the specific internal 
volume of the pores. The specific internal volume of the material is 
the ratio of the surface area of the imaginary channels to the volume 
of those channels.  
Several researchers later modified the original Kozeny theory 
(OKT) model into different forms. One such modification is the 
Kozeny-Carman (KC) model which is widely used in many 
research fields. Several versions of the KC models exist in the 
literature. One such version is given by Eq. 7 [22]. 
 

𝑘𝑘 = 𝐷𝐷g2𝜑𝜑3

180(1−𝜑𝜑)2
             (7) 

 
where Dg is the effective diameter of the grain. This version of the 
Kozeny-Carman model (Eq. 7) will be denoted as KC-1 for the rest 
of the paper. Another version (Eq. 8) of the Kozeny-Carman model 
(KC-2) that uses the specific surface area of the grains instead of 
the grain diameter is given as follows [23]. 
 

𝑘𝑘 = 𝜑𝜑3

𝑐𝑐(1−𝜑𝜑2)𝑆𝑆g
             (8) 

 
where Sg is the specific surface area of the grain, and c is a constant 
that depends on the shape of the pore. This constant, c, varies 
according to the type of material that is being studied. 
Another method to model the permeability of porous material is to 
use the hydraulic radius model (HR). The hydraulic diameter for 
non-circular channels is given by Eq. 9, 
 
𝐷𝐷h =  4𝐴𝐴

𝑃𝑃
              (9) 

 
where Dh is the hydraulic diameter, P is the perimeter of the 
channel, and A is the surface area of the channel. With the Dh, no 
losses in the pore channel are expected since it is calculated without 
assuming any shapes for the pores. The HR model for permeability 
prediction based on Slichter's [24] work is provided in Eq. 10.  
 

𝑘𝑘 = 𝑛𝑛𝐷𝐷h
2

96(1−𝜑𝜑)
           (10) 

 
where n is the area of the passage for fluid or simply the pore area. 
Slichter, in his work, estimated n based on theoretical 

considerations and found it to fall in the range of 0.0931 – 0.2145. 
The value for n was estimated theoretically based on sphere 
packing theory for porosities in the range of 26% (the tightest) to 
48% (loosest packing) [25].  
 
 
2.2. Material Characterization 
 

The experimental methodology includes, the preparation of 
samples, experimental permeability measurement and 
investigation of the measured samples. Foundry samples were 
prepared in two different steps. In the first step, samples were 
prepared  with varying average grain size values. This was achieved 
by altering the amount (percentage) of 0.125 mm grains in the base 
sand. The base sand had an average grain size of 0.31 mm and had 
10% of 0.125 mm grains. The resulting samples had average grain 
sizes of 0.33, 0.28, and 0.24 mm (samples A, B, and C). The 
samples had 0%, 20% and 40% of 0.125 mm grains, respectively. 
The average grain size values presented were estimated based on 
the calculation using multipliers from the sieve analysis results. 
The second set of samples had varying densities. The density of the 
samples was varied by altering the amount of sand added to the 
rammer tube setup. The resulting samples had density values of 
1.36 and 1.52 g/cm3, respectively (samples D and E). Other 
parameters were kept constant for all five samples. The properties 
of the prepared samples are presented in Table 1. The prepared 
samples (with 50 × 50 mm dimension) were then subjected to 
permeability measurements using a custom-made measurement 
setup [26,27]. The resulting permeability values are also shown in 
Table 1. The samples were prepared using 2% of furan resin. A 
sulphonic acid based catalyst was used for the hardening process 
(40% of the weight of the binder was added as the catalyst). 

 
Table 1.  
The properties of the investigated samples prepared with 2% 
furan binder 

Sample Density 
(g/cm3) 

Average 
grain size 

(mm) 

Experiemental 
permeability (m2) 

A 1.45 0.33 2.05×10-12 
B 1.45 0.28 1.04×10-12 
C 1.47 0.24 0.96×10-12 
D 1.39 0.31 5.26×10-12 
E 1.51 0.31 1.43×10-12 

 
Two characterization techniques were employed to study the 

pore characteristics and the porous microstructure of the material. 
Traditional mercury intrusion porosimetry was utilized to study the 
essential pore characteristics such as the pore size distribution, the 
open porosity, etc. The detailed results of mercury porosimetry 
(MP) measurements have been published in previous work [26]. 
Aggregate parameters like circularity, grain size distribution, and 
other pore structure-related factors were studied by X-ray μCT, and 
the obtained images were studied to estimate these parameters. This 
work primarily focuses on measuring geometric characteristics 
such as tortuosity, specific internal volume, and hydraulic diameter 
using image analysis. A 14 × 14 mm section of the sample was cut 
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from each of the five samples, and X-ray μCT evaluation was 
performed. A 14 × 14 section would result in a sample volume of 
2700 mm3 (which, according to the literature, is a good 
representative elementary volume value of the sample [28]. X-ray 
μCT evaluation was performed using microfocus CT equipment 
(GE v|tome|x m) with a reconstructed voxel size of ~3μm3. The 
obtained image slices (Fig 1a) were analyzed using Fiji, an open-
source image processing and analysis tool [29].  

The obtained images provided an opportunity to determine the 
size and shape of the grains accurately. Circularity was measured 
based on the standard definition used in particuology [30]. 
However, since tomography was performed on bonded samples, 
the binder bridges were also captured in the obtained images (Fig 
1b). In order to tackle this issue, watershed segmentation was 
performed to separate the grains (Fig 1c), and the individual 
particles (Fig 1d) were then analyzed to determine their shape and 
size [31] The segmented images were analyzed using the particle 
analysis plugin in Fiji. Grain parameters such as circularity, 

roundness, grain size, grain area, pore area, and perimeter of the 
grains were obtained. Using the pore area and the perimeter 
obtained from the results, the hydraulic diameter of the samples 
was computed.  
The porosity of the sample was measured using the fraction tool 
available in the BoneJ plugin [32]. Porosity values obtained from 
image analysis are compared with those obtained from mercury 
porosimetry to find the differences observed between the two 
characterization techniques. For the measurement of pore size 
distribution, the local thickness tool of the BoneJ plugin was 
employed [33]. For the pore size measurement, slices were not 
subjected to watershed segmentation. A histogram of the pore 
diameter data was obtained from the measurement results (Fig 1e). 
The pore diameter data is used to compute the geometric 
parameters like the surface area, volume, and the specific internal 
volume of the channel. In order to measure the tortuosity, the 2D 
images were reconstructed using the 3D viewer plugin of Fiji [34]. 

 

a)  

b)  c)  d)  

e)  f)  
Fig. 1. The experimental methodology for the measurement of grain/aggregate and the pore structure parameters. (a) Obtained slices of the 
different samples. (b) Binder bridges identified for the samples. (c) Slice after removal of binder bridges. (d) Grain parameters (overlaid on 

Fig 1c) studied using the particle analysis tool. (e) The pore size distribution obtained using the local thickness tool 
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2.3. Derivation of Modeling Parameters 
 
Grain Parameters 
 
Table 2.  
Circularity and average grain diameter computed with image analysis (IA) and sieve analysis (SA) 

Sample Grain diameter (µm) Circularity 
Median Dmg Mean, (IA) Mean, (SA)  

A 233 247 330 0.79 
B 220 238 280 0.78 
C 208 228 240 0.78 
D 236 251 310 0.79 
E 225 240 310 0.78 

 
Although grain size distribution can roughly be estimated by 
traditional methods such as sieve analysis, it must be remembered 
that it only provides a rough estimate because of the nature of the 
measurement. The technique uses sieves of different size ranges, 
and grains that get segregated into a particular sieve may be of 
different sizes within the limit of the next sieve. This study 
estimated grain size distribution and actual grain diameter from 
image analysis tools, and the results are presented in Table 2. From 
the grain size distribution, several percentile values were tested to 
find the effective grain diameter to be used in the KC models. The 
percentile values providing the most significant difference between 
the samples fell in the 40th to 60th percentile, out of which the 
median grain diameter, Dmg, was identified as the effective 
diameter that genuinely differentiates the samples. The average 
grain diameter measured from image analysis shows that the mean 

value is much smaller than the traditional average grain size 
calculation done using sieve analysis and multipliers. The 
traditional method can also inflate the difference in the grain size 
distribution between batches. A decrease of roughly 10 µm was 
noticed between A, B, and C. Sample D and E had no change in 
grain size distribution. However, the results show that the mean for 
sample B is much lower than for sample A. Traditional sieve 
analysis did not capture this difference. The circularity did not vary 
much between the samples, which shows that the shape of the 
grains of the foundry sand is relatively uniform throughout, even 
for varying size fractions. The specific surface area, SG, provided 
in the KC-2 is the surface-to-volume ratio of the particles. In this 
case, it was calculated by the simple formula 6/Dg, where Dg is the 
effective diameter of the grain (identified to be the median grain 
diameter, Dmg). 

 
Table 3.  
The experimentally obtained pore structure parameters using both image analysis (IA) and mercury porosimetry (MP) 

Sample φ (IA) φ (MP) Dh, μm Dmp, μm T h, μm 
Mean (IA) (MP) Mean Median 

A 0.45 0.43 145 106 71 1.025 128.0 
B 0.45 0.43 143 100 69 1.238 125.3 
C 0.44 0.45 126 87 65 1.245 118.0 
D 0.48 0.48 164 129 101 1.027 140.8 
E 0.43 0.43 127 99 69 1.238 128.6 

 
Pore structure parameters 

The porosity, pore diameter and tortuosity of the samples was 
measured from the obtained images. The results (including results 
from mercury porosimetry) are presented in Table 3.  
The results show that with image analysis, the difference in 
porosity between the samples is measured as accurately as the 
mercury porosimetry technique. However, the results obtained 
through porosimetry always show a slightly reduced value. The 
authors hypothesize that this difference is due to the nature of the 
measurement itself, wherein only open pores are measured with 
mercury porosimetry. At the same time, the image analysis 
technique captures the blind pores, too and hence, the values are 
slightly higher. The difference between these two methods could 
roughly be deemed as the fraction of blind pores in foundry 
samples. 

The pore diameter is one of the most important parameters for 
modeling permeability. The median pore diameter, Dmp, was 

identified as the effective pore diameter to be used in the prediction 
models. The average value is usually misleading because of the 
skewed nature of the distribution curves. Pores in a porous material 
are considered to be channels/cylinders of a particular cross-
section, and the area and volume of the cylindrical channels 
determine the permeability.  

The median pore diameter measured from the images and the 
values obtained from porosimetry have also been reported for 
comparison. It is worth noting that the median pore diameter 
obtained from mercury porosimetry was lower than in the image 
analysis technique. This is not surprising since the pore size 
distributions obtained using porosimetry could be significantly 
different from the pore size distribution data obtained from image 
analysis for certain materials due to the differences in the nature of 
measurement [35]. The median pore diameter decreases as the 
average grain diameter decreases for samples with similar densities 
(A, B, and C). A significant reduction in median pore diameter was 
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noted for samples with increasing densities (D and E) A sharp 
decrease in the experimentally determined permeability was also 
seen for these samples. The tortuosity results show that with 
decreasing average grain diameter, there is an increase in tortuosity 
(A, B, and C). Also, with increasing density, the samples become 
more tortuous (D and E). The results of the pore height, h, (the 
height of the cylindrical capillary) are also presented in Table 3. 
The pore height was seen to increase with increasing grain 
diameter. 

 
Specific internal volume  

The specific internal volume (or the surface area of the pores) 
that the Kozeny equation includes was computed using the median 
pore diameter obtained from image analysis and MP. These results 
were later compared to identify which of these methods provide the 
best accuracy. Table 4 provides the values of the specific internal 
volume calculated from image analysis and mercury porosimetry. 
Since the specific internal volume calculation also needs the pore’s 
height, it adds an additional parameter and complexity to the 
estimation. Hence, the possibility of simply assuming the pores to 
be comprised of cylinders with the same height as the diameter was 
also considered (Table 4).  

 
Table 4. 
The results of the calculated specific internal volume for different 
pore shapes using image analysis (IA) and mercury porosimetry 
(MP). 

Sample Specific internal volume (m2/m3) 
Dmp (IA) Dmp 

(MP) 
Dmp = h  (Dmp from 

MP) 
A 37915 56077 84116 
B 40201 57695 86542 
C 45977 61228 91841 
D 31008 39604 59405 
E 40404 57971 86956 

 
 

3.Results and discussion 
 
 
3.1.Modeling results 
 
Capillary Models 

Median pore diameter and porosity measured using both image 
analysis and mercury porosimetry were tested in the permeability 
models. Permeability predicted using the capillary models showed 
several orders of magnitude deviation from the experimental 
results, which shows that the capillary models are unsuitable for 
predicting the permeability of complex porous systems such as 
molds and cores. 

 
Hydraulic Radius model 

The pore area, n, was estimated based on the obtained images. 
The estimated pore area values are presented in Table 5.

Table 5.  
The pore area values were measured using image analysis 

Sample Pore area (m2) 
A 2.24×10-2 
B 2.11×10-2 
C 1.71×10-2 
D 2.74×10-2 
E 1.70×10-2 

 
Although the predicted results were in the order of magnitude of 
the measured values, the results were not accurate in predicting the 
permeability variation between the samples. From the results, the 
Dh is observed to be significantly greater than the median pore 
diameter obtained from image analysis and mercury porosimetry. 
This was expected since hydraulic diameter measurement includes 
the pore area and perimeter instead of assuming a shape for pore 
capillaries. Assuming a certain shape (such as a cylinder) results in 
neglected regions, resulting in reduced values.  
 
Kozeny-Carman models 

Permeability was estimated based on median grain diameter, 
Dmg, which was identified as the effective grain diameter value used 
in the KC models. Essentially, both versions of the KC model are 
the same since both use the diameter (directly in KC-1 and 
indirectly in KC-2). The difference between the two models lies in 
the fitting constant. KC-1 has a fixed constant of 180, while with 
KC-2, a modified value for the constant c is possible. The constant 
c is empirically estimated to be 5 for perfectly spherical particles. 
Using c = 5 in KC-2 would result in the same values for 
permeability as in KC-1. For the studied samples, c was 
experimentally estimated to be 56, based on the least squares 
method.  
The KC models primarily assume a particular type of packing 
because of free-flowing grains, however, in the case of foundry 
molds and cores, additional aspects are involved. The use of 
resin/catalyst significantly reduces the flowability of sand and, 
therefore, the packing. Compaction/consolidation further alters the 
packing of the grains. These additional factors make the prediction 
of permeability based only on the grain size distribution or the 
effective grain diameter of foundry sands hard and invalid. 
Therefore, KC-1 and KC-2, which are widely used for predicting 
permeabilities can be deemed as ineffective models for 
consolidated material such as foundry molds and cores.  

The Kozeny-Carman model might work better with additively 
manufactured sand molds/cores. Since the additive manufacturing 
process does not involve compactive effort and the method can 
produce cores and molds from a single grain size, it can predict the 
permeability in those cases with a certain degree of accuracy. 
However, the addition of binder and, therefore, the changes to the 
porosity and pore structure are not considered in the KC models. 
Hence, slight modifications must be done even in these cases to 
improve the accuracy. Regarding molds and cores produced using 
core blowing and traditional molding processes, KC models are not 
suitable for permeability prediction. 

 
Original Kozeny model 

The OKT model predicts permeability using tortuosity, pore 
diameter, and porosity. Including these parameters makes the 
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model robust since these parameters are sensitive to the effects of 
compaction. Median pore diameter, Dmp, from image analysis and 
mercury porosimetry were tested. The results show that calculating 
specific internal volume (S) using the mercury porosimetry median 
pore diameter measurements provided more accurate results when 
compared with the S calculated using the median pore diameter 
obtained from image analysis. Since all the remaining parameters 
were known, the constant c was estimated to be 0.076 based on the 
least squares method.  

Although the model uses the concept of specific internal 
volume, which assumes cylindrical pores (with different lengths), 
the model predicted permeability with similar accuracy if the pores 
were assumed to have the same diameter and height. This 

assumption removes the need to measure the height of the 
cylindrical pores. However, with this assumption, the constant 
became 0.17. It can be concluded that the OKT model could be 
used for predicting the permeability of molds and cores if median 
pore diameter, tortuosity, and porosity are known. 

The obtained parameters were incorporated into the available 
permeability models for comparison to find the most suitable 
model in terms of predictive accuracy. The STC and KC-1 models 
use only two parameters to predict permeability. KC-2, OKT and 
the HR model use three parameters to predict permeability. The 
predicted permeability results using the different models and the 
experimental values are presented in Table 6. 

 
Table 6. 
Permeability values were obtained from the tested models in comparison with experimental measurement. (STC -  straight capillary model, 
SC – series capillary, KC-1 – Kozeny Carman model -1, KC-2 – Kozeny Carman model 2, OKT – original Kozeny theory model, HR – 
hydraulic radius model). 

Sample Permeability (m2) 
STC SC KC-1 KC-2 OKT HR Experimental 

A 1.55×10-10 4.93×10-11 8.96×10-12 2.10×10-12 2.02×10-12 8.87×10-12 2.05×10-12 
B 1.38×10-10 3.01×10-11 8.82×10-12 1.88×10-12 1.32×10-12 8.15×10-12 1.04×10-12 
C 1.04×10-10 2.24×10-11 8.07×10-12 1.59×10-12 1.10×10-12 5.06×10-12 0.96×10-12 
D 2.51×10-10 7.92×10-11 0.12×10-12 2.82×10-12 5.07×10-12 0.15×10-12 5.26×10-12 
E 1.31×10-10 2.86×10-11 7.11×10-12 1.70×10-12 1.15×10-12 5.01×10-12 1.43×10-12 

 

a)  b)  
 

c)  
Fig. 2. The predicted and experimental permeability values plotted against the porosity of the investigated samples. (a) Median pore 
diameter from image analysis, (b) Median pore diameter by mercury porosimetry (c) Median pore diameter by mercury porosimetry 

(neglecting the pore height) 
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Fig 2a shows the results of predicted permeability with specific 
internal volumes calculated using the median pore diameter 
obtained from image analysis. Fig 2b shows the results of the 
predicted permeability, where the specific internal volume was 
calculated using Dmp values obtained from mercury porosimetry. 
Fig 2c shows the results of predicted values when the specific 
internal volume was calculated using the Dmp obtained from 

mercury porosimetry, but neglecting the pore height (i.e., assuming 
pore diameter and pore height to be equal).  
 
Summary of the modeling results 
Several models (theoretical and empirical) were tested for foundry 
samples. The results show that the OKT model, which includes 
the effect of compaction, is the most accurate (refer Fig 3). 

 

a)   b)  
Fig 3. Modeling results plotted together with the experimental results1 (a). The percentage error shown for OKT model  

and KC-2 model1 (b) 
1STC -  straight capillary model , SC – series capillary, KC-1 – Kozeny Carman model -1, KC-2 – Kozeny Carman model 2, OKT – 

original Kozeny theory model, HR – hydraulic radius model. 
 
Table 7 provides a summary of the permeability models evaluation. 
The OKT model was found to be the most suitable model for 
estimating the permeability of foundry cores and molds based on 
the accuracy of the obtained results. Theoretically, the model is 

robust since it also incorporates the effect of 
consolidation/compaction. The model enables prediction of 
permeability for foundry samples produced from different 
processes. 

 
Table 7. 
Summary of the permeability models evaluation 

 Straight Capillary Series Capillary Kozeny-Carman 1 Kozeny-Carman 2 

Model 𝑘𝑘 =
𝜑𝜑𝐷𝐷2

32  𝑘𝑘 =
1

96
𝜑𝜑𝐷𝐷2

𝑇𝑇2  𝑘𝑘 =
𝐷𝐷g2𝜑𝜑3

180(1− 𝜑𝜑)2 𝑘𝑘 =
𝜑𝜑3

𝑐𝑐(1 − 𝜑𝜑2)𝑆𝑆g
 

Type Pore space based Pore space based Particle based Particle based 

Parameter 
Porosity, φ 
Pore diameter, D 
  

Porosity, φ 
Pore diameter, D 
Tortuosity, T 

Porosity,φ 
Effective grain Diameter, 
Dg  

Porosity, φ 
Specific surface area of grain, Sg  

Specific 
fitting 
constant? 

No No No Yes (Estimated, c= 56) 

Accuracy Poor  Poor  Poor  Poor  

Observation 

Simplicity of the model 
and additional 
complications in the 
production of molds and 
cores make it 
unsuitable. 

Unsuitable because of 
lack of material specific 
constant resulting in 
deviation of several 
orders of magnitude 
from experimental 
results. 

Unsuitable because of the 
nature of packing assumed 
in the model and also since 
molding materials involves 
compaction. 

Unsuitable because of the nature 
of packing assumed in the model 
and also since molding materials 
involves compaction. 
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Table 7. (Continued) 
      Original Kozeny  Hydraulic radius 

Model 𝑘𝑘 =
𝑐𝑐𝜑𝜑3

(𝑇𝑇𝑆𝑆)2 𝑘𝑘 =
𝑛𝑛𝐷𝐷h2

96(1 −𝜑𝜑) 

Type Pore Space based Pore Space based 

Parameter 
Porosity, φ 
Tortuosity, T 
Specific internal Volume, S 

Porosity, φ 
Pore area, n 
Hydraulic diameter, Dh 

Specific fitting 
constant? 

Yes (Estimated c= 0.07 
and when Dmp = h, c = 0.17) No 

Accuracy Good  Poor  

Observation Most suitable model and 
recommended for predicting 
the permeability of all types 
of foundry molds and cores 

Unsuitable because of the 
usage of  hydraulic 
diameter which 
overestimates the fluid 
passage area. 

 
 
3.2. Different length scales to characterize 
permeability 
 

All the permeability models include a length scale, and this 
length scale, in combination with porosity, is used for 
characterizing permeability. The results show that the median pore 
diameter is better in predicting permeability in comparison to the 
others. For example, hydraulic diameter does not characterize the 
permeability well. This could be because of the non-uniformity of 
the porous channels, the hydraulic diameter, which includes the 
perimeter and area of a pore, results in an overestimation of the 
characteristic length scale. On the other hand, the median pore 
diameter, which is estimated by assuming a certain shape for the 
pores, results in a lower value that characterizes permeability 
better.  

 
 

3.3. Derivation of compaction factor 
 

The evaluated models show that in order to predict 
permeability of compacted granular systems like foundry molds 
and cores accurately, parameters such as pore diameter and 
tortuosity are necessary. However, measuring parameters such as 
tortuosity and pore diameter is laborious. The ability to predict the 
pore diameter and tortuosity using more straightforward and 
simple-to-measure parameters would become very convenient 
from a practical viewpoint. For materials such as sandstones, a 
modification was done based on the relevant properties of those 
materials, such as formation factor, cementation factor, porosity, 
etc. [36].  

The number of grains in a sample depends on the degree of 
compaction and the size of the grains. The number of grains 
increases with smaller grain size and vice versa. Also, the number 
of grains increases with increasing compactive effort. The number 

of grains can be estimated from the measurements using the 
relationship between the pore volume, solid volume, and porosity. 

 
𝜑𝜑 =  𝑉𝑉p

𝑉𝑉tot
            (11) 

 
where φ is the porosity, Vp is the pore volume, and Vtot is the total 
volume (i.e., pore volume + solid volume). Assuming the grains to 
be perfect spherical particles, the total volume would be given as, 
 
 𝑉𝑉s = 𝑁𝑁 ⋅ 4

3
𝜋𝜋𝑅𝑅3          (12) 

 
where Vs is the solid volume, N is the number of grains, and R is 
the radius of the spherical grain. Assuming a certain total volume, 
Vtot, the number of grains can be estimated by Eq. 13 
 
𝑁𝑁 =  (1−𝜑𝜑) ⋅ 𝑉𝑉tot

 43π𝑅𝑅
3           (13) 

 
Theoretically, the minimum achievable porosity with spherical 
grains in a system is 0.26 ([25],[37]). Assuming this state of the 
system to be the most compacted, the number of grains for this ideal 
case at a particular grain diameter can be estimated. Based on this 
approach, a compaction factor, fc of 1, is assigned to the ideal case 
where there is no difference between the maximum possible 
number of grains and actual number of grains. For the studied 
samples, the relative difference between this maximum possible 
number of grains and the actual number of grains (Fig 4) was 
estimated, assuming the Vtot to be 10 mm3.  Based on this 
difference, the compaction factor was determined as the sum of 1 
and the fraction of decrease from the ideal case. For example, in 
sample A, this fraction would be 0.2524. Therefore, the compaction 
factor is estimated as 1.2524. The more a sample deviates from the 
ideal value 1, the less compact the sample is. The results of the 
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computed compaction factor, fc using the number of grains is 
presented in Table 8. 
 
Table 8.  
The calculated compaction factor for the measured samples. 

Sample Actual 
number of 

grains 

Maximum 
possible number 

of grains 

fc 

A 835 1117 1.2524 
B 991 1327 1.2534 
C 1187 1571 1.2439 
D 753 1075 1.2999 
E 957 1241 1.2284 

 

 
Fig 4. The actual number of grains in each sample along with the 
maximum possible number of grains corresponding to the ideal 

case 
 
Only if the compactive effort is similar, samples with different 
median grain diameters can have the same porosity. On the other 
hand, it is possible to have the same median grain diameter and 
different porosities depending on the compactive effort applied. In 
the present work, the grain diameter varied for the different 
samples. For samples A, B, and C, the difference in compaction 
factor is meager, although the median grain diameters were 
different, which indicates the compactive effort was roughly the 
same. For samples D and E, the compactive effort differed 
relatively more, even though there was a difference in the grain 
diameters. In a scenario where the grain diameters are similar, and 
there is a difference in the compactive effort (like in cores produced 
through the blowing process), the compaction factor, median grain 
diameter, and porosity would determine the pore diameter and 
tortuosity of the material. Based on this method, the compaction 
factor for any material can be estimated using the grain diameter 
and the porosity. 
 
3.4. Modification of the OKT model 
 
 

The OKT model when assuming the median pore diameter and 
height of the cylindrical pore are equal (neglecting the need to 
measure the pore height) can be rewritten as Eq. 14, by 

incorporating the term (6/Dmp)2 for specific internal volume (or 
specific surface area) of the pore capillary into Eq. 6, 

 

𝑘𝑘 = 𝑐𝑐𝜑𝜑3

36
 ⋅  𝐷𝐷mp

2

𝑇𝑇2
           (14) 

 
Physically, the term Dmp/T should be a function of the median grain 
diameter, porosity, and compaction factor, which directly correlates 
with the pore diameter. 
 
𝐷𝐷mp

𝑇𝑇
= 𝑓𝑓�𝐷𝐷mg,𝜑𝜑, 𝑓𝑓c�         (15) 

 
Theoretically, porosity is independent of the pore diameter. Hence 
for the same porosity, the pore diameter could be different. Larger 
compaction factor (low compactive effort) scales up the porosity (φ 
⋅ fc). It creates a larger difference in the scaled-up porosity between 
samples and introduces a functional relationship with the pore 
diameter, Dmp = f1 (φ ⋅ fc).  Similarly, pore diameter increases with 
grain diameter. Therefore, Dmp = f2 (Dmg ⋅ φ ⋅ fc), where f is a 
monotonically increasing function with the graph passing through 
the origin. Also, it is known from the literature that tortuosity 
increases for higher compaction (i.e., lower fc) and decreasing 
porosity. It means that 1/T = f3 (φ ⋅ fc).  Therefore, it is reasonable 
to represent Dmp/T as Eq. 16.   
 
𝐷𝐷mp

𝑇𝑇
= 𝑓𝑓(𝑘𝑘0)           (16) 

 
where k0 is given as, 
 
𝑘𝑘0 =  𝐷𝐷mg ⋅ 𝜑𝜑 ⋅ 𝑓𝑓c          (17) 
 
The k0 value was calculated for the samples, and the results are 
presented in Table 9. Even though a strict theoretical relationship 
between the parameters in Eq. 15 and 16 is hard to establish, it is 
known that some correlations can be described by power law. For 
instance, the relationship between porosity, φ, and tortuosity, T, is 
given by the Bruggeman model [38]. Therefore, the correlation 
function between experimentally determined Dmp/T and k0 was 
assumed to obey power law with two fitting parameters, as shown 
in Fig 5.  
 
Table 9.  
The calculated k0 values with corresponding Dmp/T for the studied 
samples 

Sample Dmp/T (m) k0 (m) 

A 6.93×10-5 1.30×10-4 

B 5.56×10-5 1.23×10-4 

C 5.22×10-5 1.14×10-4 

D 9.83×10-5 1.48×10-4 

E 5.58×10-5 1.19×10-4 
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Fig 5. The graph shows the pore diameter divided by tortuosity 
plotted against the term k0. 

 
The empirical relationship between Dmp/T and k0 is given by the 
power law as follows: 
 
𝐷𝐷mp

𝑇𝑇
= 4.33 ⋅ 105𝑘𝑘0

2.52         (18) 
 
The modified version of the OKT model can now be written as 
Eq. 19. 
 

𝑘𝑘 = 𝑐𝑐𝜑𝜑3(4.33⋅ 105𝑘𝑘0
2.52)2

36
         (19) 

 
where c = 0.17 for the studied foundry samples. The permeability 
values obtained from the modified version of the Kozney model are 
presented in Table 10.  
 
Table 10.  
The results of the estimated and experimental permeability 

Sample Permeability (m2) 

Modified OKT model Experimental 

A 2.04×10-12 2.05×10-12 

B 1.56×10-12 1.04×10-12 

C 0.99×10-12 0.96×10-12 

D 4.83×10-12 5.26×10-12 

E 1.12×10-12 1.43×10-12 
 

 
Fig 6. The experimentally obtained permeability plotted against 
the predicted permeability computed using the modified version 

of the original Kozeny model (Equation.19). 
 

The results show that the new model that uses typical, easy-to-
obtain parameters can predict permeability accurately. Fig 6 shows 
the experimentally obtained values plotted against the predicted 
values.  

The modified model enables permeability prediction for 
different regions of cores and molds with complex geometries 
using the median grain diameter, the porosity (or solid fraction), 
and the compaction factor. The median grain diameter can be 
measured accurately using tools such as laser diffraction or 
dynamic image analysis. The regional porosity can be estimated 
with commercially available core shooting simulation tools. The 
proposed model is applicable for porous materials with a porosity 
in the range of 0.26-0.60. This range encompasses the maximum 
and minimum porosities that foundry mold and core samples are 
prepared with. 
 
 

4. Conclusions 
 

Foundry samples were investigated using X-ray μCT to 
estimate all necessary parameters to model permeability through 
cores and molds. A comparison of the median pore diameter 
obtained from mercury porosimetry was also done to find out the 
most effective method. These parameters were incorporated into 
several models available in the literature to evaluate and identify 
the most suitable one to predict permeability. A modification of the 
most suitable model is also proposed based on the obtained 
parameters. With the modified version, the measurement of 
laborious parameters such as pore diameter and tortuosity can be 
avoided, and permeability at local regions can be predicted for all 
foundry sand molds and cores. The following conclusions can be 
made from the current work. 
• Traditional sieve analysis estimation of the average grain 

diameter results in exaggerated values. 
• The median grain diameter value, Dmg, is the most 

representative in differentiating samples with different grain 
size distributions typically found in foundry sands. 

• To estimate permeability, the median pore diameter is the 
most accurate of all the different length scales. The hydraulic 
diameter seems to overestimate permeability significantly. 
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• The Kozeny-Carman model is not effective in predicting the 
permeability of foundry samples prepared from molding and 
blowing processes. Researchers need to be careful when 
using the KC, even for core/mold-making processes such as 
binder jetting, which do not include any compaction 
because the binder bridges affect the specific surface area 
and pore structure of the material.  

• The most suitable model for predicting the permeability of 
all types of sand cores and molds is the original Kozeny 
theory-based model. 

• A new parameter, compaction factor, that quantifies the 
effect of compaction was introduced.  

• A new term, k0, was proposed to replace the median pore 
diameter and tortuosity from the original Kozeny theory 
model, resulting in the modification of the model. 

• When combined with the simulation of core shooting, the 
modified model helps predict permeability in local regions, 
enabling better defect prediction during the casting of 
complex components.  

• The modified model can be used to predict the permeability 
of all types of foundry sand molds and cores.  
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List of symbols and Abbreviations 
 
φ Porosity 
μ Viscosity of the fluid 
v Total velocity of the fluid passing through a porous body 
q Velocity of the fluid in the pore 
Q Total volume flow 
dp/dx Pressure gradient across the length of the capillary  
T Tortuosity 
Le Actual branch length 
L0 Shortest possible length across a branch 
c Material specific constant used in some permeability models 
S Specific internal volume 
k Permeability 
P Perimeter of the pore 
A Surface area of the pore 
n Area of the pore 
h Height of the cylindrical pore 
R Radius of the spherical grains 
D Diameter of the capillary 
Dh Hydraulic diameter 

Dg Effective grain diameter 
Dmg Median grain diameter 
Dmp Median pore diameter 
Vp Pore volume 
Vs Solid volume 
Vtot Total volume 
N Number of grains 
R Effective radius of the grain 
fc Compaction factor 
k0 The product of Dmg, fc and φ 
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