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 The article presents the results of a method based on asynchronous delay-tap sampling 
(ADTS) and convolutional neural network (CNN) for determining simultaneously occurring 
disturbances described using the chromatic dispersion (CD), crosstalk and optical signal-to-
noise ratio (OSNR) parameters. The ADTS method was used to generate training and test 
data for the convolutional network, which in turn was used to learn to recognize interference 
from said data. The tests were carried out for a transmission speed of 10 Gbit/s and for on-
off keying (OOK) and differential phase shift keying (DPSK) modulation. Very good results 
were obtained in recognizing simultaneously occurring phenomena. Accuracy of over 99% 
was achieved for CD and crosstalk for DPSK modulation and over 98% for OOK 
modulation. In the case of amplified spontaneous emission (ASE) noise, slightly weaker 
results were obtained, above 95–96% for both modulations. Based on the conducted 
research, it was determined that the use of ADTS and CNN methods enables monitoring of 
simultaneously occurring CD, crosstalk, and ASE noise in the physical layer of the optical 
network, while maintaining the requirements for modern monitoring systems. 
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1. Introduction 

To meet contemporary requirements for the implemen-
tation of new generation multimedia services requiring 
high-data transmission speeds, systems are used that 
include network elements such as reconfigurable optical 
add-drop multiplexers (ROADM) and optical cross-over 
frames – optical cross connect (OXC), as well as tunable 
lasers and filters. These systems are based on increasingly 
complex mesh topology or mixed ring-mesh topology. To 
ensure the greatest possible efficiency of optical links, 
additional technical solutions are used to increase the 
information capacity (its throughput). One of the most 
important is the multiplexing technique. The most frequently 
techniques used are wavelength division multiplexing 
(WDM) and time division multiplexing (TDM), which are 
implemented in long-range networks, metropolitan and 
access networks. The implementation of such advanced 
transmission systems introduces an additional level of 
complexity in the physical layer of the optical network and 

reduces the transparency in its management process, and 
increases the susceptibility to interference, limiting the 
system ability to transmit information. Various phenomena 
may affect the functioning of the network and errors during 
transmission (e.g., attenuation, chromatic dispersion (CD), 
amplified spontaneous emission noise, crosstalk, etc.). By 
monitoring the appropriate parameters of the transmitted 
signal, it is possible to assess the quality of transmission 
and the intensity of the impact of these phenomena.  

With a development of high-speed optical networks, 
multi-channel transmissions and new modulation formats 
were introduced and the requirements for rapid network 
reconfiguration also increased. Additionally, there has been 
an increase in the demand for universal and fast methods 
for assessing the quality of optical transmission which 
would allow obtaining (using one method) as much 
information as possible about the many possible causes of 
deterioration of transmission quality. For this reason, 
techniques enabling simultaneous measurement of several 
signal parameters using one method have become a very 
important direction in the development of monitoring the 
quality of optical networks. Modern methods of optical 
performance monitoring (OPM) require high accuracy and 
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a large measurement range, quick measurement time, and 
determination of the parameters of the measured quantities, 
regardless of the occurring interferences or other unfavour-
able measurement conditions. Another very important 
requirement is the functionality that allows simultaneous 
determination of the values of many parameters, regardless 
of the transmission speed and modulation format. 
Moreover, such techniques should be characterised by low 
system complexity, low energy consumption and the 
possibility of being used for real-time measurements. 

To meet the above-mentioned requirements, it was 
decided to use the asynchronous delay-tap sampling 
(ADTS) method which allows for quick measurement and 
graphical presentation of the signal waveform considering 
simultaneously occurring interferences. The graphical form 
with disturbances must then be properly interpreted using 
an appropriate technique to determine the numerical values 
of these disturbances. For this reason, it was decided to use 
convolutional neural networks (CNN), whose main field of 
application are issues related to image analysis and 
processing. 

2. Asynchronous delay-tap sampling  

The ADTS technique allows direct measurement of 
signal noise without the need to recover clock synchroni-
zation [1–3]. The method can be used to monitor the 
phenomena of chromatic and polarization dispersion, 
amplified spontaneous emission (ASE) noise, and optical 
crosstalk. Additionally, the method can be used for various 
modulation formats and transmission rates. A sample 
demonstration of the ADTS method can be found in 
Refs. 1–3. For 10 Gbit/s return-to-zero differential phase 
shift keying (RZ-DPSK) and non-return-to-zero differen-
tial phase shift keying (NRZ-DPSK) transmission, CD in 
the range of −720 to 800 ps/nm, differential group delay 
(DGD) parameter from 0 to 40 ps, optical signal-to-noise 
ratio (OSNR) from 15 to 35 dB, and optical crosstalk at 
−25 dB were measured. A schematic diagram of the ADTS 
measurement method along with a time course illustrating 
the method of signal sampling is presented in Fig. 1. After 
detection, the signal is divided into two transmission lines 
in the splitter. One of the lines introduces a set delay ∆t in 
a controlled manner. In the last stage, the signal is sampled. 
A two-dimensional scatter plot is created from the collected 
pairs of samples (x, y) as phase portrait. The shape of the 
phase portrait depends on many signal parameters. If the 
signal waveform is undisturbed during transmission, the 
portrait shape takes on a simple and legible form. 

Figure 2 shows example phase portraits for interference-
free signals for DPSK and on-off keying (OOK) modula-
tion and bit delays: 0.25, 0.5, and 1. 

If disturbances occur, the shape of the phase portrait 
undergoes various distortions depending on the type and 
intensity of the phenomenon. The high sensitivity of the 
shape to disturbances means that the ADTS method can be 
used to monitor many phenomena simultaneously. As 
already mentioned at the beginning of the article, the 
phenomena of CD, optical crosstalk, and ASE noise were 
selected for the monitoring process. The ADTS method 
enables their monitoring in a wide range of values regardless 
of the transmission speed and modulation format. Each 
  

phenomenon has a different impact on the graphical 
representation of the phase portrait of the ADTS method, 
and this may potentially translate into better efficiency, 
e.g., in the use of CNN to determine the numerical values 
of these phenomena. The above-mentioned phenomena can 
be easily modelled in the VPIphotonics simulation environ-
ment [4], thanks to which it is possible to generate a very 
large amount of data, which in turn is necessary for convo-
lutional networks in the training process. Figures 3–5 show 
an example of the phase portrait characteristics in response 
to the tested disturbances for bit delay 1 and OOK 
modulation. When the intensity increases, each phenomenon 
affects a different part of the phase portrait, causing greater 
distortion only in this specific area. 

The occurrence of CD in the transmitted signal is 
reflected in the phase portrait by waving the diagonal and the 
upper and right sides (red). At low power of the 
phenomenon, a clearly bent diagonal is observed. As the 
intensity of the phenomenon increases, the upper and right 
sides of the phase portrait become wavier. When the 
phenomenon is very intense, the shape becomes clearly 
stratified and its readability becomes limited. 

The occurrence of low-power crosstalk is manifested by 
the scattering of the signal on the diagonal and slight waving 
on the upper and right sides of the phase portrait. The 
increase in the power of the crosstalk phenomenon causes 
the creation of additional diagonals and smaller windows, 
which are marked with red sections in the phase portrait. 

 
Fig. 1. ADTS – measurement model used to create phase portraits. 

 

 
Fig. 2. ADTS – simulation model and impairments in physical layer. 
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The occurrence of interference caused by the ASE noise 
phenomenon is manifested by signal broadening (blurring of 
samples) on the diagonal and on the upper and right sides of 
the phase portrait (red arrows). The increase in noise causes 
the OSNR value to decrease and the signal to become more 
and more scattered, until an unreadable blurred point cloud 
is obtained.  

The ADTS technique is very good at distinguishing 
phenomena through graphical representation, but to 
determine the numerical values of individual disturbances, 
it is necessary to use an additional technique. To determine 
the values of parameters describing phenomena degrading 
data transmission, the following are used [5]: support 
vector machine (SVM), homodyne detection, Hausdorff 
metric, artificial neural networks, kernel function, Hough 
transform. Table 1 presents a summary of the mentioned 
methods for determining numerical values from data 
obtained by the ADTS method. In all works, the authors 
presented information on the scope of the monitored 
phenomena. However, some of the works omitted infor-
mation about errors in determining the values of parameters 
describing disturbances. For these items, the “Error” field 
has been left blank. 

The techniques used to determine numerical values so 
far do not meet the criteria required for modern monitoring 
systems. Each of them is characterised by certain limitations 
in the accuracy of value determination, detection range, and 
modulation formats (there is no information about limita-
tions in the selection of modulation formats). The authors 

of some works do not additionally provide the error of the 
determined values. In the case of some methods, the 
accuracy of determining the values of individual pheno-
mena depends on the intensity level of co-occurring 
phenomena. This means that the phenomena may overlap, 
which can make it impossible to determine their values 
with appropriate accuracy. It is therefore justified to look 
for a new tool that will unambiguously automatically 
determine the parameter values of several simultaneously 
occurring phenomena, regardless of the bit rate, type of 

Table 1. 
Comparison of techniques for determining numerical values 

from the ADTS method. 

Modulation Impairments Error 

Support vector machine [2, 3, 6] 

10 Gbit/s NRZ-OOK, 
40 Gbit/s NRZ-DPSK, 
40 Gbit/s RZ-DQPSK, 
80 Gbit/s PM-DQPSK 

OSNR 10 – 30 dB 
CD −1400 – 1400 ps/nm 
PMD* 0 – 60 ps 
Crosstalk     10 – 25 dB 

− 

Homodyne detection [7] 

10 Gbit/s NRZ-DPSK CD 0 –750 ps/nm   
OSNR 10 –30 dB 

 − 

Hausdorff interval [8] 

10 Gbit/s NRZ-OOK CD        0 – 160 ps/nm 
OSNR        > 30 dB 
PMD  < 15 ps 

CD  < 15 ps/nm, 
where 
OSNR > 30 dB and 
DGD  < 15 ps, 

OSNR  < 0.5 dB, 
where 
CD  < 160 ps/nm 
and DGD  < 15 ps 

40 Gbit/s NRZ-DQPSK CD            0 – 400 ps/nm − 

Artificial neural networks [9] 

10 Gbit/s NRZ-OOK OSNR  15 – 30 dB 
CD     0 – 55 ps/nm  
PMD              0 – 30 ps 

CD  ± 30 ps/nm, 
where  
CD 100  – 500 ps/nm  

OSNR  ± 2 dB, 
where  
OSNR 18 – 30 dB; 

DGD  ±  3 ps,  
where  
DGD 5 – 25 ps 

Kernel method [3] 

40 Gbit/s NRZ-DPSK CD  0 – 400 ps/nm  
OSRN 15 – 25 dB  
PMD           0 – 22.5 ps 

CD ± 11 ps/nm, 
where 
CD 0 – 400 ps/nm 
and  
OSNR 15 – 25 dB, 

DGD  ± −1.9 ps, 
where  
DGD  0 – 22.5 ps 

Hough transform [10–12] 

10 Gbit/s NRZ-DQPSK CD          0 – 600 ps/nm 
OSNR          15 – 30 dB 

CD  ± 25 ps/nm 
OSNR  ± 3 dB 

10 Gbit/s RZ-DPSK, 
20 Gbit/s RZ-DQPSK 
40 Gbit/s NRZ-DQPSK 

OSNR         8.7 – 35 dB  
CD  −600 – 600 ps/nm 

− 

*PMD - polarization mode dispersion 

 

 

 
Fig. 3. The influence of CD on the phase portrait for 1 bit delay 

and OOK modulation. 

 
Fig. 4. The influence of intra-channel optical crosstalk on the 

phase portrait for 1 bit delay and OOK modulation. 

 
Fig. 5. The influence of ASE noise on the phase portrait for 1 bit 

delay and OOK modulation. 
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modulation, and intensity of these phenomena and their 
interaction with each other. For this reason, it was decided 
to use CNN, which are presented in the next chapter. 

3. Convolutional neural network  

Convolutional neural networks (CNNs) or convolu-
tional networks (ConvNet) are multi-layer neural networks 
used in the deep learning method, which is one of the basic 
machine learning techniques. The main distinguishing 
element of this type of networks are convolution layers 
which enable hierarchical feature extraction. This means 
that in the initial layers, the network learns to recognize 
basic shapes, e.g., edges, lines, dots, colours, gradients, and 
in the next more complex shapes, e.g., nose, eye, mouth, 
and in the last layers whole objects, e.g., face, car. The 
more hidden layers are used, the more complex features 
will be extracted. Convolutional layers are additionally 
characterised by high resistance to overfitting, i.e., a 
condition in which, while training the network, it is over-
fitted to secondary and irrelevant details that are not 
important from the point of view of the important features 
of the problem being solved. ConvNet are an example of 
deep neural networks. The most important scientific work 
that defined the basic architecture and the CNN learning 
algorithm is the publication by LeCun from 1998 [13]. Due 
to the topics discussed in this article, an example of a 
convolution operation for linear filtering is presented 
below. This is one of the most powerful image quality 
improvement methods in which part of the signal frequency 
spectrum is modified by the filter transfer function. The 
sum of convolutions between the input image and the filter 
impulse response characterises the output images. Linear 
image filtering is expressed in (1) [14]: 

ℎ(𝑚𝑚,𝑛𝑛)

= ��𝑔𝑔(𝑚𝑚 − 𝑠𝑠,𝑛𝑛 − 𝑡𝑡)𝑓𝑓(𝑠𝑠, 𝑡𝑡) = 𝑔𝑔(𝑚𝑚,𝑛𝑛) ∗∗ 𝑓𝑓(𝑚𝑚,𝑛𝑛),
𝑁𝑁

𝑡𝑡=0

𝑀𝑀

𝑠𝑠=0

 

where 𝑀𝑀 and 𝑁𝑁 – the image dimensions in pixels, ℎ(𝑚𝑚,𝑛𝑛) 
– the output image, 𝑔𝑔(𝑚𝑚,𝑛𝑛) – the filter transfer function, 
𝑓𝑓(𝑚𝑚,𝑛𝑛) – the input image, ∗∗ – the two-dimensional 
convolution. 

A typical ConvNet used in the field of image recogni-
tion is composed of an input layer, convolutional layers, 
reduction layers, fully connected layers, which constitute 
a classic neural network, and an output layer. There are 
three types of hidden layers in convolutional networks. 
Convolutional layers in which a selected activation function 
is performed on the convolution values. The activation 
function introduces a higher degree of complexity and 

helps the network learn complex patterns. One of the most 
popular activation functions is a rectifier linear unit (ReLU). 
Reduction layers are also known as combining or sampling 
layers, in which a matrix of larger pixels is converted into 
a matrix of smaller pixels. Fully connected layers in which 
a sigmoidal activation function is performed on the 
weighted sum of excitations, most often it is a different 
activation function than that used in convolutional layers, 
e.g., the hyperbolic tangent (tanh) function. Figure 6 shows 
the standard and generalized architecture of the Le-Net5 
convolutional network with three hidden layers [15]. 

3.1. Using CNN to monitor simultaneously occurring 
phenomena 

During own research, the gradual appearance of new 
articles dealing with similar topics (use of machine learning 
with ADTS in OPM) was observed [16–21]. These works 
focused on different modulation formats (QPSK, OOK, 
PAM4, PAM8, DPSK, 8QAM, 16QAM, and others) and 
different transmission rates (10, 20, 30, 60 Gb/s, and 
others). Some of the works additionally presented the use 
of other techniques such as: eye diagram [19], diagram 
analyser [18], and asynchronous amplitude histogram [17]. 
Only two studies tested the simultaneous monitoring of 
three parameters [20, 21]. In both studies, DGD was 
measured as one of the parameters, but this parameter had 
minimal impact on the shape of the phase portrait and the 
presented measurement range was very narrow. In the first 
study, the following parameters were measured: CD in the 
measurement range of 0–450 ps/nm (50 ps/nm jump); 
OSNR 10–28 dB (2 dB jump), and DGD 0–10 ps (1 ps 
jump). The following average accuracy was obtained: 
1.52 ps/nm for CD, 0.81 dB for OSNR, and 0.32 ps for 
DGD. The research was performed on a data set consisting 
of only 1100 images for the modulations and bit rates 
studied. CNN models were trained over a range of 60 to 
125 epochs. For the second studies found, the same three 
parameters were also measured. In this case, however, 
other modulations and transmission rates were tested. The 
following average accuracy was obtained: 1.34 ps/nm for 
CD, 0.73 dB for OSNR, and 0.47 ps for DGD. For this 
study, an even smaller number of images (990) included in 
each dataset were used. Additionally, CNNs were trained 
over a range of 35 to 50 epochs. 

The remaining mentioned works [17, 19, 22] focused 
more on the simultaneous recognition of transmission rate 
and modulation format along with the OSNR phenomenon. 
Additionally, in these studies, to increase the reality of the 
simulation, the CD phenomenon was introduced into the 
optical path, but its impact on other parameters was not 
measured. 

 
Fig. 6. Standard Le-Net5 convolutional network architecture [13] introduced by LeCun. 

 

(1)
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4. Training CNN using ADTS data 

The CNN training process using ADTS data was 
divided into two stages. In the first part, it was necessary to 
prepare data for training. The data were prepared using the 
ADTS method modelled in the VPIphotonics software. The 
obtained data were prepared into special datasets. The 
datasets were then used as input to the built CNN using the 
TensorFlow library and the Python programming language. 
Backward linear regression was used to determine 
numerical values from the trained networks. Below are 
more detailed information on the steps listed. 

4.1. Data preprocessing  

To obtain data for the training process of the ConvNet, 
it was necessary to model a measurement station carrying 
out measurements in accordance with the ADTS method. 
To obtain good fitting results for the trained models, in 
addition to selecting the appropriate architecture for the 
network being built, it was also necessary to provide the 
appropriate amount of data in the training sets. Depending 
on the problem being solved, this number should be at least 
several tens of thousands. Additionally, the data should 
have a relatively even distribution of the values of the 
analysed phenomenon in relation to the investigated 
disturbance range. Due to the need to meet the quantitative 
criterion of the number of data and due to the high 
flexibility in generating a combination of CD, crosstalk, 
and ASE noise phenomena, it was decided to use a 
dedicated simulation environment in the form of the 
VPIphotonics software [4]. As a result of the simulation, 
data sets containing from 40 000 to 102 500 phase portraits 
were obtained, with a resolution of 50 × 50 pixels. The 
research showed that above the number 102 500, no better 
results are obtained in the process of training the CNN. 
Ultimately, it was decided to use data sets of 62 000 
images. Data were generated in the ranges of 0–2000 ps/nm 
for CD and 5–40 dB for crosstalk and ASE noise. 
Additional parameters adopted during the simulation are bit 
delays of 0.25, 0.5, and 1 bit, NRZ-OOK and NRZ-DPSK 
modulation, bit rate of 10 Gbit/s. The selected modulations 
with a bit rate of 10 Gbit/s are among the basic ones used 
in optical transmission systems. There are many results 
available in the literature for these modulations and bit 
rates, so they constitute good comparative material for the 
results obtained from independent studies. The data 
generated in this way were further used in the process of 
training a CNN. Figure 7 shows example phase portraits 
obtained in the VPIphotonics environment. 

4.2. Building a CNN and learning process 

The CNN was implemented based on the TensorFlow 
[23] and TFLearn [24] libraries. TensorFlow is an open-
source programming library used in machine learning, 
including deep neural networks. The main advantage of the 
library is the ability to work with graphic cards. By using 
the computing power of the cards, it is possible to 
significantly accelerate calculations in the network training 
process. The TFLearn library is built on top of TensorFlow. 
It allows  to quickly build convolutional networks, train 
them and test them. Before starting the actual training 
process, several network prototypes were built to assess the 
impact of their architecture on the learning results. 
Ultimately, after conducting several dozen series of tests of 
the training process for networks with two, three, and four 
convolutional layers, the one with two convolutional layers 
was the optimal network architecture for the considered 
problem. A larger number of convolutional layers signifi-
cantly extended the time needed to train the network and at 
the same time lowered the fitness rate of the trained model, 
without increasing the accuracy of their operation. Figure 8 
shows the architecture of the constructed convolutional 
network. 

The first element of the network are input data sets 
consisting of 62 000 binary images with a resolution of 
50 × 50 pixels. Before starting the network training 
process, the data are divided by the algorithm into a training 
set and a test set (in a ratio of 85% to 15%). The next 
elements of the network are two convolutional layers, 
which in the nomenclature of convolutional networks are 
referred to as hidden (deep) layers. The first convolutional 

 
Fig. 7. Example phase portraits obtained in the VPIphotonics 

environment. 

 

 
Fig. 8. Architecture of the constructed CNN. 
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layer is composed of 32  3 × 3 convolutional filters, while 
the second one is composed of 64 filters with the same 
dimensions as the first one. The ReLU activation function 
was used in each convolutional layer. The final element of 
each convolutional layer is the connecting layer. In the first 
combining layer, the dimensions of the image matrix are 
reduced from 50 × 50 pixels to 25 × 25 pixels and passed as 
input to the second convolutional layer. In the second 
pooling layer, the 25 × 25 pixels matrix is reduced to 13 × 13 
pixels. The matrix is then flattened to one dimension and 
passed as input to the fully connected layers. The network 
architecture uses two fully connected layers that use tanh 
as the activation function with seven different node 
combinations: 1) 384 and 128; 2) 512 and 256; 3) 512 and 
128; 4) 384 and 256; 5) 384 and 64; 6) 384 and 384; 7) 512 
and 512 (check “Set number of fully connected layer” – 
Figs. 5–7). These two layers are also considered hidden 
layers. The last node, together with the linear activation 
function, constitutes the output layer of the network and 
determines the result of image classification into a particu-
lar interference class. However, the research conducted did 
not focus on classification problems, but on determining 
the parameter values of the occurring phenomena. For this 
reason, one more regression layer was used, which uses the 
adaptive moment estimation (ADAM) optimizer and the 𝑅𝑅2 
metric, based on which the goodness of fit of the trained 
model is assessed. During the empirical research, the 
optimal values for the parameters were also determined: 
snapshot step value = 1000, batch size = 100, epochs from 
50 to 1000, and learning rate = 0.0001. Equation (2) 
presents a description of the constructed convolutional 
network according to the methodology available in Ref. 25. 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 2𝑑𝑑 (50𝑥𝑥50)

→ ℂ3𝑥𝑥3 32
 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

ℙ ℂ3𝑥𝑥3 64

 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
ℙ

���������
𝔽𝔽ℂ𝑛𝑛1
𝑡𝑡𝑡𝑡𝑡𝑡ℎ

𝔽𝔽ℂ𝑛𝑛2
𝑡𝑡𝑡𝑡𝑡𝑡ℎ

 𝔽𝔽ℂ𝑜𝑜𝑜𝑜𝑜𝑜
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙����������� ℝ

"Adam", 𝑅𝑅2����� , 

where ℂ is the convolution, ℙ is the pooling, 𝔽𝔽ℂ is the fully 
connected (𝑛𝑛1 and 𝑛𝑛2 sequentially number of nodes in the 
first and second layer), and ℝ is the regression. The first 
part of the equation (first buckle) is responsible for feature 
extraction, the second for classification, and the last one for 
regression. 

The process of training the convolutional network was 
carried out according to the supervised learning 
methodology. For each phase portrait from the training data 
set, the given (expected) output value was known. The role 
of the learning algorithm was to reproduce the model fitting 
function as accurately as possible (with the smallest 
possible error) to the expected output data. Many attempts 
have been made to train the network for various 
architectures and settings to ultimately achieve network 
models with the best fit. 

4.3. Learning results 

As a result of the training process, trained CNN models 
were obtained. The 𝑅𝑅2 score (coefficient of determination) 
was used to assess the quality of the trained models. This 
indicator is one of the basic ones for assessing the quality 
of fit of the learned model. The indicator ranges from 0 to 1. 
An indicator ranging from 0.9 to 1 means a very good fit. 

The closer to 1.0, the better the fit of the trained model. The 
𝑅𝑅2 score is described by the following (3): 

𝑅𝑅2(𝑦𝑦, 𝑦𝑦�) = 1 −
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛
𝑖𝑖=1

,  

where 𝑦𝑦� = 1
𝑛𝑛
∑ 𝑦𝑦𝑖𝑖𝑛𝑛
𝑖𝑖=1  and ∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2𝑛𝑛

𝑖𝑖=1 = ∑ 𝑦𝑦𝑖𝑖𝜖𝜖𝑖𝑖2𝑛𝑛
𝑖𝑖=1  

(source: 𝑅𝑅2 score, the coefficient of determination 2021). 
Tables 2–4 include the average error values of the 

determined parameters (relative to the reference values) for 
the highest 𝑅𝑅2 coefficients and 𝑅𝑅2 coefficients for the 
lowest average error values obtained for individual pheno-
mena in the process of training the convolutional network. 

Table 2. 
Summary of the lowest average values of CD errors and 𝑅𝑅2 fit 

coefficients obtained in the network training process. 

Bit delay Modulation Average CD error / 𝑹𝑹𝟐𝟐 Number of 
epochs 

Serial number 
of fully 

connected layer 
average values of chromatic dispersion errors for the highest 𝑹𝑹𝟐𝟐 coefficients  

0.25 DPSK 1.3155 / 0.999988 

650 

1 
OOK 1.6099 / 0.999976 4 

0.5 DPSK 1.2408 / 0.999989 1 
OOK 1.4611 / 0.999980 2 

1 DPSK 1.4100 / 0.999987 250 6 
OOK 1.6441 / 0.999977 650 2 

𝑹𝑹𝟐𝟐 coefficients for the smallest average values of chromatic dispersion errors 

0.25 DPSK 1.3155 / 0.999988 

650 

1 
OOK 1.6099 / 0.999976 4 

0.5 DPSK 1.2408 / 0.999989 1 
OOK 1.4611 / 0.999980 2 

1 DPSK 1.3992 / 0.999986 4 
OOK 1.6073 / 0.999975 4 

Table 3. 
Summary of the lowest average crosstalk error values and 𝑅𝑅2 fit 

coefficients obtained in the network training process. 

Bit delay Modulation Average Crosstalk error / 𝑹𝑹𝟐𝟐 Number of 
epochs 

Serial number of 
fully connected 

layer 
average values of transfer errors for the highest 𝑹𝑹𝟐𝟐 coefficients 

0.25 DPSK 0.0858 / 0.999588 250 1 
OOK 0.2651 / 0.986430 250 5 

0.5 DPSK 0.0609 / 0.999828 350 4 
OOK 0.2313 / 0.988605 750 5 

1 DPSK 0.0688 / 0.999754 750 4 
OOK 0.2341 / 0.988497 450 5 

𝑹𝑹𝟐𝟐 coefficients for the smallest average values of crosstalk errors 

0.25 DPSK 0.0808 / 0.999537 
650 

7 
OOK 0.2549 / 0.985635 1 

0.5 DPSK 0.0593 / 0.999825 6 
OOK 0.2282 / 0.987843 750 7 

1 DPSK 0.0677 / 0.999738 3 
OOK 0.2281 / 0.988102 650 6 

Table 4. 
Summary of the lowest average OSNR error values and 𝑅𝑅2 fit 

coefficients obtained in the network training process. 

Bit delay Modulation Average OSNR error / 𝑹𝑹𝟐𝟐 Number of 
epochs 

Serial number of 
fully connected 

layer 
average OSNR error values for the highest 𝑹𝑹𝟐𝟐 coefficients 

0.25 DPSK 0.6607 / 0.984936 650 5 
OOK 0.4832 / 0.989758 650 1 

0.5 DPSK 0.5283 / 0.990710 100 2 
OOK 0.3928 / 0.993025 350 5 

1 DPSK 0.5434 / 0.989434 450 
OOK 0.4759 / 0.990934 250 2 

𝑹𝑹𝟐𝟐 coefficients for the smallest average OSNR error values 

0.25 DPSK 0.6607 / 0.984936 650 5 
OOK 0.4803 / 0.989493 850 1, 5 

0.5 DPSK 0.5109 / 0.990507 250 4 
OOK 0.3927 / 0.992879 450 1 

1 DPSK 0.5434 / 0.989434 5 
OOK 0.4625 / 0.990773 650 1 

(2)

(3)
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The presented models with the best results were further 
implemented in the method for determining simultaneous 
impairments. 

5. Using learned models to determine simultaneously 
occurring disturbances 

The previous section discussed the trained models. 
They were used to recognize simultaneously occurring CD, 
OSNR, and ASE noise phenomena on additional prepared 
data sets. Each set of 3000 images contained a combination 
of the mentioned phenomena (CD: 200–1800 ps/nm, 
crosstalk and ASE noise: 5–40 dB). Tables 5–7 show the 
accuracy of recognizing the values of phenomena within 
the permissible range after using the learned models. 
Values that are underlined indicate the highest accuracy 
achieved among all sets for each phenomenon. To determine 
the accuracy of determining value of the individual distur-
bances, the following (4) was used: 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎. (𝑦𝑦, 𝑦𝑦�)

= 100∗�
1

𝑛𝑛samples
� �1(|𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖| < 0.02∗ 𝑦𝑦�𝑖𝑖)

1(|𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖|≤ 0.5)
for CD
for Crosstalk, OSNR

𝑛𝑛samples−1

𝑖𝑖=0

� 

where 𝑦𝑦�𝑖𝑖 is the predicted value of the i-th sample, 𝑦𝑦𝑖𝑖  is the 
corresponding true value, 𝑛𝑛samples are all samples in data 
set. 

Some of the values in the tables are expressed in 
percentages and indicate the number of cases in relation to 
the entire data set (3000) in which the difference between 
the reference value and the obtained value was below 2% 
of the set value for CD and below 0.5 dB for crosstalk and 
OSNR (requirements for monitoring technicians). For 
example, the value of 99.63 means that out of 3000 phase 
portraits tested, the value of the measured phenomenon was 
correctly determined for 2989 with an acceptable error. 
Values written as percentages have been rounded to two 
decimal places, which in some cases may result in a loss of 
precision, therefore, when converting a percentage value 
into the number of images, the result should be rounded to 
the nearest integer. Regarding the set numbers (1 to 7), 
remember that they represent the number of nodes in the 
fully connected layers. For example, for set number 1, it is 
384/128, i.e., 384 nodes in the first layer and 128 in the 
second. 

The results obtained in the process of determining the 
values of selected parameters of monitored phenomena 
using trained CNN models are very good. The flexibility of 
the ConvNet technique allows for increased accuracy by 
changing the monitored scope of individual phenomena. As 
shown in Ref. 26, by reducing the monitoring range for CD 
from 200–1800 ps/nm to 400–1600 ps/nm and for crosstalk 
from 5–40 dB to 10–30 dB, it was possible to increase the 
accuracy of monitoring both phenomena for OOK 
modulation up to 99.9% for CD and 99.3% for crosstalk. 
An increase in accuracy was also achieved for ASE noise, 
and the monitoring accuracy of the OSNR parameter 
increased to almost 97%. 

Table 8 summarizes the results obtained from our own 
research and those available from Refs. 20 and 21. A direct 
comparison of the values of individual parameters is not 
possible because in both available works chromatic and 

Table 5. 
Comparison of the best results obtained for individual sets in the 
process of determining the values of parameters describing the 

monitored phenomena for a delay of 0.25 bit for DPSK and OOK 
modulation. 

 
Set number of fully connected layer 

1 2 3 4 5 6 7 
DPSK modulation, delay 0.25 bit 

CD 99.70 % 99.70 % 99.83 % 99.73 % 99.73 % 99.73 % 99.60 % 

epoch(s) 150 950 150 650 650 750 100, 150, 
250, 650 

Crosstalk 99.70 % 99.80 % 99.73 % 99.83 % 99.73 % 99.73 % 99.80 % 
epoch(s) 750 650, 750 850 350 950, 1000 150 850 
OSNR 94.50 % 94.80 % 94.70 % 94.83 % 95.03 % 94.8 % 94.83 % 

epoch(s) 650, 750 650 750 850 650 650 650 
 OOK modulation, delay 0.25 bit 

CD 98.27 % 98.90 % 98.50 % 98.50 % 98.17 % 98.37 % 98.43 % 
epoch(s) 750, 950 250 75 850 850 850 100 
Crosstalk 97.30 % 97.03 % 97.13 % 96.90 % 97.60 % 97.30 % 97.13 % 
epoch(s) 850 850 350 250 850 650 150 
OSNR 95.40 % 95.90 % 95.70 % 95.53 % 95.30 % 95.53 % 95.43 % 

epoch(s) 750 850 650 950 850 650 750 

Table 6. 
Comparison of the best results obtained for individual sets in the 
process of determining the values of parameters describing the 

monitored phenomena for a delay of 0.5 bit for DPSK and OOK 
modulation. 

 
Set number of fully connected layer 

1 2 3 4 5 6 7 
DPSK modulation, delay 0.5 bit 

CD 99.73 % 99.77 % 99.70 % 99.80 % 99.50 % 99.77 % 99.77 % 
epoch(s) 850 250 250 150 350, 950 250 250 
Crosstalk 99.90 % 99.93 % 99.83 % 99.90 % 99.90 % 99.90 % 99.90 % 

epoch(s) 100, 150, 
750, 950 150 650, 750 250, 650, 

750, 850 650 150, 950 150, 650 

OSNR 95.73 % 95.13 % 95.73 % 95.40 % 95.10 % 95.60 % 95.50 % 
epoch(s) 950 850 750 750, 850 750 650 750 

 OOK modulation, delay 0.5 bit 
CD 98.90 % 98.80 % 98.77 % 98.63 % 98.70 % 98.97 % 98.87 % 

epoch(s) 50 650 100 750 750 350 75 
Crosstalk 97.50 % 97.30 % 97.50 97.43 % 97.30 % 97.40 % 97.53 % 
epoch(s) 650 250, 750 850 450 250 1000 750 
OSNR 96.10 % 96.13 % 96.13 % 96.13 % 96.10 % 96.40 % 96.33 % 

epoch(s) 750 1000 650 650 650, 750 750 750 

Table 7. 
Comparison of the best results obtained for individual sets in the 
process of determining the values of parameters describing the 

monitored phenomena for 1 bit delay and DPSK and OOK 
modulation. 

 
Set number of fully connected layer 

1 2 3 4 5 6 7 
DPSK modulation, delay 1 bit 

CD 99.37 % 99.47 % 99.47 % 99.43 % 99.20 % 99.43 % 99.47 % 
epoch(s) 150 150, 650 75 250 950 250 150 
Crosstalk 99.80 % 99.83 % 99.73 % 99.80 % 99.80 % 99.80 % 99.93 % 

epoch(s) 250, 650, 
1000 250 950, 1000 100 75, 100, 

150 750 150 

OSNR 95.10 % 94.93 % 95.43 % 95.50 % 95.30 % 95.30 % 95.10 % 
epoch(s) 650, 850 1000 750 750 850 650 950 

 OOK modulation, delay 1 bit 
CD 98.47 % 98.77 % 98.40 % 98.40 % 98.23 % 98.50 % 98.70 % 

epoch(s) 350 250 650 150 650 450 100 
Crosstalk 97.50 % 97.33 % 97.50 % 97.60 % 97.40 % 97.40 % 97.20 % 
epoch(s) 350, 1000 350 250 950 150, 850 1000 350, 750 
OSNR 95.03 % 95.33 % 95.20 % 94.90 % 94.70 % 94.90 % 95.23 % 

epoch(s) 650 650 750 650 650, 850, 
950 750 1000 

 
 

,

(4)
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polarization dispersion and ASE noise were monitored 
simultaneously, while in our own work, CD, crosstalk, and 
ASE noise were monitored simultaneously. The results 
presented in Ref. 20 obtained worse values compared to 
those in Ref. 21, therefore further discussion of these will 
be omitted. In the results from Ref. 21, for the 10 Gbit/s 
NRZ-DPSK signal, an OSNR parameter monitoring error 
of 0.38 dB, CD of 1.53 ps/nm, and DGD of 0.48 ps were 
obtained. Compared to the results from our own research, 
the accuracy of the OSNR parameter was improved by 
0.15 dB and the accuracy of the CD deteriorated by 
0.29 ps/nm. For a 10 Gbit/s NRZ-OOK signal, external 
testing achieved an OSNR monitoring error of 0.47 dB and 
1.30 ps/nm for CD vs. OSNR of 0.39 dB and a CD of 
1.46 ps/nm for the results from our own work. For this 
signal, our own research achieved better accuracy for OSNR 
of 0.08 dB and worse accuracy for a CD of 0.16 ps/nm. 

The results presented in Ref. 21 may seem comparable 
to the results obtained in the conducted research. However, 
it should be noted that these tests were performed in a much 
narrower measurement scope of 10–28 dB for OSNR with 
a step of 2 dB and 0–450 for CD with a step of 50 ps/nm 
compared to the ranges of 5–40 for OSNR and 200–1800 
for CD presented in our own work. In Ref. 21, a small 
number of phase portraits for the training set of 1100 
images was also provided. With the proportions used: 90% 
– training set and 10% – testing set, the accuracy of the 
presented method was tested on 110 images. This is not 
enough. As part of the research, 62 000 images were 
generated for each case, and the accuracy of the trained 
models was tested for a test set consisting of 9300 phase 
portraits (15%). The trained models were then retested 
using 3000 additional phase portraits. The results presented 
in Ref. 21 are not very reliable. The experience gained 
during the research will show that with a data set composed 
of such a small number of images and a narrow 
measurement range with a large step between subsequent 
values, in the event of disturbances other than those in the 
adopted ranges, the trained model will most likely indicate 
a very large error. A similar error in the measurement 
methodology was already observed in Ref. 17, which the 
authors mentioned in the final conclusions. Additionally, 
the monitored DGD parameter in the range of 0–10 ps has 
little impact on the distortions visible within the phase 

portraits. Polarization dispersion causes two corners of the 
graph to be slightly rounded. The coexistence of this 
phenomenon in the presented studies does not have a great 
impact on the demonstration of the accuracy of the trained 
models, because mainly the superimposed phenomena of 
CD and ASE noise are visible there. In the presented own 
research, the third phenomenon monitored is optical 
crosstalk in the range of 5 to 40 dB. The demonstrated 
results obtained in our own research used a very large 
number of measurement points with a wide range of 
simultaneously occurring phenomena. An additional check 
of the trained models on additional data was also applied. 
This approach ensures that the accuracy of determining 
parameters describing the monitored phenomena will be 
very high, regardless of the intensity of other phenomena. 
This is a very important methodology that has been omitted 
in the above-mentioned scientific works. 

6. Conclusions   

As a result of the research, very good results were 
obtained in determining the values of CD, crosstalk, and 
ASE noise phenomena. Thanks to the use of the ADTS and 
CNN methods, it is possible to obtain a high-quality tool 
for simultaneous monitoring of phenomena occurring in the 
physical layer of the optical network. Previously published 
results for determining numerical values using CNN 
networks in optical monitoring systems were usually 
completed after a positive learning process [16–22]. It turns 
out, however, that the highest obtained accuracy of the 
trained model does not always translate into equally good 
results in the further process of determining the values and 
the trained model may monitor parameters with a large 
error. Therefore, to further assess the quality of the 
monitoring tool, the trained models should be further 
validated on additional external data. The presented results 
complement the missing knowledge regarding monitoring 
and address the above-mentioned problems. However, they 
do not exhaust further possibilities for developing and 
improving the technique. It is advisable to conduct further 
research towards simultaneous monitoring of a larger 
number of parameters and optimization of the minimum 
number of images from datasets necessary for the network 
training process to maintain high quality monitoring. It is 
also necessary to complete research in real conditions. The 
proposed measurement method using convolutional 
networks required many training data (even tens of 
thousands) containing a combination of three occurring 
phenomena with dense coverage. So many phase portraits 
that would simultaneously contain phenomena of different 
intensities would be difficult to obtain in real conditions (as 
opposed to a simulation environment). This would require 
the construction of a special station to generate data and a 
very large amount of time to obtain it. For this reason, it 
was decided to use a simulation environment. After 
obtaining the very good results presented in this article, it 
is justified to undertake work that will use real data. 
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