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Abstract. The fast algorithms of discrete sinusoidal transform of the fourth type (DST-IV) for small-length input data in the range of lengths
from 2 to 9 are developed. Fast algorithms for short input data sequences are subsequently used as building blocks for designing fast algorithms
of large-sized discrete transforms. Applying the fast DST-IV algorithms for small-size block processing can reduce overall system complexity
and delay, allowing detailed signal processing. As a result of the literature review, two main approaches to developing fast discrete sine transform
(DST) algorithms were identified, namely, the polynomial algebraic approach and the matrix factorization approach. In the paper, the last
approach is exploited. A matrix-vector product expression of the DST-IV is the starting point for designing the fast algorithms. Then based on the
repetition and arranging of the matrix elements, the factorization of the matrices of coefficients of DST-IV is produced to reduce computational
complexity. The correctness of the obtained algorithmic solutions was justified theoretically using a strict mathematical background of each of
them. The elaborated algorithms were then further tested using MATLAB R2023b software to finally confirm their performance. The resulting
factorizations of the DST-IV matrices reduce the number of multiplications by 63% but increase the number of additions by 8% on average in
the range of signal sample numbers from 3 to 9. It has been observed that for even-length input sequences, the reduction in the number of
multiplications is not as significant as for odd-length sequences. For some other well-known discrete trigonometric transforms (discrete Fourier
transform, discrete Hartley transform) the opposite situation holds. The proposed DST-IV fast algorithms do not limit the length of the input
data sequence to powers of two or three. The data flow graphs constructed for the proposed algorithms reveal their modular space-time structure

suitable for VLSI implementation.
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1. INTRODUCTION

Discrete orthogonal transforms are widely used in digital signal
and image processing [1,2]. One of the important, but not the
main advantages of such transforms is a huge number of so-
called fast algorithms that have been developed for them [3,4].
Fast algorithms allow the implementation of discrete orthogo-
nal transforms with high computational efficiency [5,6]. Among
other orthogonal transforms, the DST is a well-known and well-
tested tool in digital signal processing, specifically, in video
steganography [7], medical image fusion [8], filter design [9,10],
video coding [11, 12], image transmission [13], image denois-
ing [14]. However undesirable high-frequency artifacts may of-
ten appear when using DST for image compression [1].

In the signal and image processing community, the reason-
ableness of applying the DST versus discrete cosine transform
(DCT) and discrete Fourier transform (DFT) are discussed from
time to time. If an input signal is mirrored by a symmetric re-
flection then the FFT input does not have a discontinuity in the
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middle. In this case, the DCT is roughly equivalent to the DFT.
At the same time, the DST is roughly equivalent to a DFT after
an antisymmetric mirrored extension which results in disconti-
nuities both in the middle and around the circle. Discontinuities
are represented by energy in the high-frequency bins in the DFT
results. These high-frequency artifacts are usually undesirable
when using a transform for compression. But at the same time,
DST is applied in the better portable graphics coder to save the
high-frequency content of video sequences.

Thus, the paper [15] is devoted to the intra-frame coding of
video sequences by High Efficiency Video Coding (HEVC). The
term intra-frame coding means that different compression tech-
niques are applied relative to information from the current frame
only, and not based on any other frame in the video sequence.
HEVC is widely used in video coding as an advanced image
compression standard more efficient than JPEG 2000. HEVC
exploits a significant number of coding tools, in particular, DCT
and DST are both applied in HEVC. Then evaluating the amount
of transform operations performed by the encoder in a realistic
application is extremely important to select optimal settings in
rate-distortion sense.

The DST can outperform the discrete Fourier transform in
speech and voice applications, for example, in speech signal
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enhancement [16—18]. In [16] to estimate the spectra of speech
signals for deep-learning models, the DST, DCT, and other well-
known orthogonal transforms were applied rather than the tra-
ditional DFT. The widely used deep-learning architectures were
tested, specifically, convolutional neural network and fully con-
nected neural network. To evaluate the speech enhancement
performance, several speech quality and intelligibility measures
were estimated on the signals from the NOIZEUS database. The
obtained results demonstrated that DST is better suited than DFT
for speech enhancement with considered deep-learning models
at signal-noise-ratio of 5, 10, and 15 dB [16].

The DST is also applied for voice register recognition [19].
Human voices are divided based on sound timbre, produced
high and low tones, resonant space sensation, sound source, etc.
In [19] the types of female voice were recognized, specifically,
the chest voice, head voice, falsetto, and vocal fry. The true
detection rate in percentage was estimated for recognition based
on the DST, DCT, and DFT. The DST-based true detection
rate ranged from 63% to 79%, while the same measure for
the DCT-based and DFT-based recognition was around 5-10%
lower. Therefore the DST-based methods is advisable to use
in applications where the high frequency content of signals or
images is significant.

Until now eight types of DST are known [20]. Although DST
is employed less frequently than DCT, the most exploited trans-
form is DST-1I [21,22]. The other types of DST are much less
applied. However, the discrete orthogonal transforms allow the
acceleration of their implementation by developing so-called
fast algorithms [2]. The number of arithmetic operations re-
quired for the direct computation of the DST-IV is of order
N?, where N is the length of the input sequence. That is why
fast algorithms for DST-IV have been developed to reduce the
implementation cost and computational complexity [23-26].

It is necessary to note that the case of large lengths of input
data sequences is mostly considered in the papers relating to de-
signing fast DST-1V algorithms [4,22-26]. However, the short-
length DST-IV algorithms are of special interest, since they can
be considered as typical modules in synthesizing more complex
algorithms [2,23]. Once constructed, the short-length DST-IV
algorithms can be successfully applied in various projects to
unify the process of developing the final product. For example,
in real-time applications such as video conferencing or voice
control systems applying the fast DST-IV algorithms for small-
size block processing can reduce overall system complexity and
delay, allowing the detailed analysis of audio signals [27,28].

Then designing the fast DST-IV algorithms for short-length
input sequences is a relevant problem. Further to select the
approach for developing such fast DST-IV algorithms the related
papers are analyzed.

1.1. State-of-art of the problem

Among the various mathematical methods used to obtain fast
algorithms for DST, the dominant approaches include the
polynomial arithmetic approach [22,23] and matrix factoriza-
tion [4, 20, 21, 24]. In addition, new fast DST algorithms for
direct very large scale integration (VLSI) have been developed
in [25,26].

Based on the first approach the large class of fast general
radix algorithms was introduced in [22]. The proposed algo-
rithms were developed by exploiting a polynomial algebra for
DST and well-known Cooley-Tukey fast Fourier transform in-
stead of manipulating the entries of transform matrices. In [23]
anew decomposition DST-IV algorithm is described. The result
was higher computational efficiency and simpler hardware im-
plementation compared to existing algorithms. The efficiency
of the introduced algorithm is verified by a real-time audio de-
coding application.

The second approach is based on a deep analysis of the struc-
tures of discrete orthogonal transform matrices. As a result, the
individual features of the arrangement of identical entries are
identified [29]. Then, if necessary, the matrix structures are al-
tered for subsequent use of certain matrix structures that lead
to the suitable factorization of these matrices. In the end, the
fast, efficient, and recursive DST algorithms were developed by
applying, for example, the factorization on sparse, scaled or-
thogonal, rotational, and rotational-reflection matrices [4,20].

So, in [4] the authors have obtained the recursive radix-2
DST algorithms with the lowest multiplication complexity. The
proposed algorithms are executed via factorization of DST ma-
trices into a product of diagonal, bidiagonal, sparse, and scaled
orthogonal matrices. As a result, the lowest multiplication com-
plexity is achieved among DST-IV algorithms described in the
literature. The relationship between DST-1I and DST-IV matri-
ces was derived using diagonal and bidiagonal matrices. The
algorithms based on the proposed DST-II and DST-III factor-
izations were implemented within an image encryption scheme
with double random phase encoding.

In [20] the factorizations of DST I-IV matrices are proposed.
The resulting matrices are scaled orthogonal, sparse, butterfly,
rotational, and rotational-reflection. Then the connection be-
tween the obtained factorizations and signal flow graph build-
ing blocks was established. As a result, the signal flow graphs
were constructed for the DST I-IV algorithms if the length of
the input sequence is equal to 8 or 16. These DST algorithms
significantly improve the speed of calculations and have low
arithmetic complexity.

In [24] the fast DST-IV algorithms were presented. Thus a
lower count of real multiplications and additions than previ-
ously published algorithms was achieved without the numerical
accuracy sacrificing. To develop the proposed algorithms the
DCT-IV was considered as a special case of a DFT of length 8N
with certain symmetries. Then the recent split-radix fast Fourier
transform algorithm was applied. The improved algorithms for
DST-IV follow immediately from the obtained DCT-IV algo-
rithms.

The analysis of known fast DST-IV algorithms made it pos-
sible to define their shortcomings and formulate unsolved parts
of the general problem of reducing computational complexity.

1.2. The main contributions of the paper

As aresult of the analysis of papers devoted to synthesizing the
fast DST-IV algorithms, the following should be noted [5]. The
aforementioned algorithms are focused on the input sequences
with length N being the power of two or three. The mathematical
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notations used by the authors to describe the proposed fast algo-
rithms are often quite complicated. As a result, the understand-
ing of the essence of the suggested solutions may be difficult
for practitioners when a wide range of problems are solved. The
data flow graphs are not always constructed for proposed fast
algorithms which makes their implementation difficult. To avoid
these disadvantages, in [5] the structural approach is proposed
to develop fast algorithms for the matrix-vector product via ma-
trix factorization. It is based on a deep analysis of the structures
of base transform matrices, identifying individual features of
the arrangement of identical entries. Then, if necessary, the ma-
trix structures are changed for subsequent use of certain matrix
identities that lead to the suitable factorization of these matrices.
This way, the number of multiplication and addition operations
necessary for the calculation of matrix-vector product may be
reduced. The structural approach does not limit the length of
the original data sequence, for example, to a power of two or
three [5,21,30,31]. At least for odd N DST-1V, the coeflicients
matrices are structured, then developing the fast DST-IV algo-
rithms based on a structural approach to matrix factorization is
relevant.

In addition, the case of large lengths of input data sequences
is considered in papers concerning the efficient implementation
of DSTs [4,20-26]. However, short-length DST-IV algorithms
are of particular interest since these transforms are applied as
typical modules in synthesizing more complex algorithms [2].
In addition, fast algorithms for short-length sequences can be
successfully used directly, for example, in the processing of sig-
nals with low sampling rates [32, 33]. Therefore, this research
aims to develop the reduced-complexity DST-IV algorithms
based on a structural approach for input sequences of length
N =2,3,4,5,6,7,8,9. These values of N allow for further con-
struction of the radix-type algorithms with a large range of radix
values.

2. MATERIAL AND METHODS
2.1. Preliminary remarks
DST-IV can be expressed as follows [1,4]:

3

where k =0,1,...,N — 1, yi is the output sequence after the
DST-1V; x,, is the input sequence; N is the number of signal
samples.

DST-IV can be represented in matrix notation by the expres-
sion

7r(2n+1)(2k+1)

4N 0

Ynxi =CnXpnxi, 2
where

_ T
Xnxi1 = [x0,X1,..,xn-1]",
YNXlz[yO»yli"'»yN—l]T»
2 20+1)(2k+1

ckl:‘/—sinw, k1=0,1,...,N—1.

N 4N
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In this paper, we use the following notations and signs:
Iy is an order N identity matrix;
H, is a 2 x 2 Hadamard matrix;
Inxm 1s @ N X M matrix of ones;
® is the Kronecker product of two matrices;
@ is the direct sum of two matrices.
An empty cell in a matrix means it contains zero.We designated
the values of the sines obtained as a result of the transformations
as s,(nN
As a graphical illustration of the space-time structures of the
developed algorithms, we will use data flow graphs oriented
from right to left. We will use regular straight lines to denote
data transfer operations and dashed lines to denote data transfer
operations with simultaneous sign changes. Nodes from which
the lines diverge mean data transfer, and nodes where the lines
connect symbolize summations. Circles denote multiplications
by sine values obtained as a result of arithmetic operations.
DST-IV in matrix-vector representation is expressed as fol-
lows:

Yo €0,0 €o,1 CO,N-1 X0
Y1 C1,0 C1,1 C1,N-1 X1
= i ) . ) N N C)]
YN-1 CN-1,0 CN-1,1 CN-1,N-1[[XN-1

2.2. Algorithm for 2-point DST-IV

To obtain the algorithm for two-point DST-IV the expression (2)
is represented as follows:

Yoxi1 = CoXoxi 4)

where

Xoxi1 = [x0,x117,  Yax1 = [yo,y1]7, Ca=

3
az—sm(g) 0.3827. b2—51n(8) 0.9239.

Based on the structural properties of matrix C, [5,21], the
expression for DST-IV for N =2 can be presented as follows
Yox1 = Wau3D3 W30 Xox 1, (5)

where

- diag ( @ (2> , sf)) ’

S(()Z) =ay-ba, Sg )= —(ar+b2), S2 =bs,
1
1 1
Wiy = 1{, Was= L1l
1 1

A data flow graph of the synthesized algorithm for the two-
point DST-1V is shown in Fig. 1. If this algorithm is applied, then
the number of multiplication operations may be reduced from
4 to 3, although the number of addition operations is increased
from 2 to 3.
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Fig. 1. The data flow graph of the proposed algorithm
for the computation of two-point DST-IV

2.3. Algorithm for 3-point DST-IV

Next, we develop the algorithm for three-point DST-IV which
is expressed as
Y3x1 = C3Xsx1, (6)

where

X3t = [x0,x1,%2]7 5 Yax1 = [yo, 1,217,

as; bz c3
Ci=|bs b3 -b3|,
C3 —b3 as

2 . n 2 . (3n
as = \/;sm(ﬁ) ~02113, by= \/;sm(ﬁ) ~0.5774,
2 (5
c3= \/;sin(l—g) ~0.7887.

We can decompose the matrix C3 into two components:

C;=C"+c{, (7)
where
bs az 0 c;3
ClW=|bs by -bsl, C"=|0 0 0
—bj ¢z 0 a3

Matrix C;a) has the same entries except on the sign in the
second column and second row, which allows for reducing the
number of operations without the need for further transforma-
tions. After eliminating the rows and columns containing only
zero entries in the last matrix, we obtain

i = [“3 63] .

¢3 as

Based on the properties of structural matrices [5,21], the com-
putational procedure for the three-point DST-IV is represented
by expression

Y3x1 = W3xaWyDsWyy 3 W3X3, g, ®)

where

D, = diag (s(()3), s§3), s§3), s§3)) ,

(3) _asztcs
S =5

(3)_4a3—¢3 (3)
7 57 = ——— S5

2 =5y =b

>

Wiya = 11,

Wys3 = , W;=H;oD,

A data flow graph of the proposed algorithm for the three-
point DST-IV is shown in Fig. 2. The number of multiplications
may be reduced from 9 to 4, the number of additions is increased
from 6 to 7, however.

Xp

Fig. 2. The data flow graph of the proposed algorithm
for the computation of three-point DST-IV

2.4. Algorithm for 4-point DST-IV

To design the algorithm for four-point DST-IV we can re-
write (2) as
Yix1 = CaXaxr, 9

Xyx1 = [X(),xl,XQ,X3]T, Yax1 = [Yanl,Y2,y3]T,

ag b4 Cyq d4
by d -

C4 — 4 4 aq Cq i
Cyq ayg —d4 b4

d4 —C4 b4

1 . (nm 1. (3n

g = \/;sm<ﬁ) ~0.1379, by= \/;sm(ﬁ) ~0.3928,
1 . (57 1 . (Tn

Cq4 = \/;sm (B) =~ 05879, d4 = \/;SIH(E) ~ 0.6935.

To change the order of columns and rows of C4 the permuta-

tions
(1 1 2 3 4
n, =
1 4 3 2

are defined. After permutation the columns of C4 according to

ﬂ‘(to) and permutation the rows of C4 according to ﬂil) we obtain
the matrix

—dy

20

4 3 21 4

1234)

C4q b4 ayg d4

b4 —C4 d4 —dy

(a) _
C4“ =
—d4 as Ca b4

ayg d4 b4 —C4
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with permutation matrices where
1 1 Sé4) =—d4—C4—a4+b4; S§4) =d4+C4—a4+b4;
PO _ 1 ph _ 1 sV = ay— by s\ =ay—ca—da+ba
o ’ N (. ) )
Sy =—a4+C4—d4+b4; SS =d4—b4;
1 1
Sé4) =C4— b4; S§4) =—C4— b4; S§4) = b4
The matrix Ci“) matches the matrix pattern and
1 1
4) _
T .
cl@ _ A, B 2x3 ™ I 1 1]
4 = C(a) Al
> 2
Based on properties of structural matrices [5,29], the compu-
where tational procedure for the four-point DST-IV is represented by
formula
_|ca by _las  dy (@ _|—ds a4
Az = by —cq|’ B, = dy —a4|’ G = as  dsi|’ Yax1 = Pil)W4><6W6><9D9W9><6W6><4P4(‘0)X4><] , (12)
where

Hence the matrix Cfla) can be represented as [5,30]
(4) (4) sW (@ (@) (4 (@) (@) (4)
(a) 3) dlag( %2053 4’5’6’7’8)’
cl@ = (T ®12)
) e Waxe = Tgx)S ®h, Wexo = Tgi)a ® Téi)z ® Tgi)y

3
'[(Cga)_AZ)@(BZ_AZ)@M] (T§X)2®12)’ 1D Weu=TP 0L, Woe=T 0T 0T,
X > X

3x2 3x2
where A data flow graph of the proposed four-point DST-IV algo-
11 1 rithm is presented in Fig. 3. In particular, the number of multi-
Téig [1 l , Tgi)z 1]. plications may be reduced from 16 to 9, although the number of
1 1 1 additions is increased from 12 to 15.

Considering the structure of the resulting matrices

cl@ _ —dy—cq4 ag—by
2 a4—b4 d4+C4 ’
- ds—b
B,—A, = as—cq 4— Dy ’
d4—b4 —a4q+Cy

and A;, we note that these matrices match the patterns

a b c d e f Fig. 3. The data flow graph of the proposed algorithm
s , s for the computation of four-point DST-IV
b -a d -c f —e
respectively. ) )
Here a = —dy—ca:b=as—by:c=as—ca:d=da—bsie=cy 2.5. Algorithm for 5-point DST-IV
and f = by. Then [5,6]: Let us obtain the algorithm for five-point DST-IV which is ex-
pressed as follows:
(a) 4) (4) (4) (4)yp(3)
Cy" - Ay =T, diag(s, .85 )Ty
@ (4) @ r(3) Ysx1 = CsXsxi, (13)
-A —T2><3 diag(s, 55 ) T30, an
Ay =T dlag(s(4> ;4>,s§4>)T§3X)2, Xsu1 = [x0.x1.%2.53, %417, Ysu1 = [y0.y1.¥2.y3. 341",
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as bs cs5 ds es

bs es c¢5 —as —ds
Cs=|cs ¢5 —-c5 —cs —cs|,

ds -as -c5 es —bs

es —ds c¢s —bs as

2 . (m 2 . (3n
as=+/<si (2—0)~O.0989, b5—\/;sm(%)~0.2871,
2 . nm 2 . (In
LS_\/;SI (Z)~0.4472, ds_\/;sm(%)m.s&a
2
es= \/;sin (3—’5) ~0.6247.

To change the order of columns and rows of Cs the permuta-

tions ﬂgo) and ngl) are defined as

n(0>:12345 ﬂ<1>:12345
5\t 2 3 5 4) S o l21 3 4 5/

The columns of Cs are permutated according to ﬂgo) and the

rows of Cs are permutated according to nél) . After permutations
and altering the sign in the fourth row and the fourth column,

the obtained matrix Céa) is decomposed into two components

c=cl?+cl, (14)
where
Cs
Cs
Céb)— c5 €5 —C5 —C5 —Cs5],
Cs
Cs
—b5 és d5 —a5_
as b5 —e5 d5
(c) _
G =
—-ds as —-bs —es
ées —d5 —ds —b5

Matrix Cgb) has the same entries except on the sign in the
third column and third row, which allows decreasing the number
of operations without the need for further transformations. After
eliminating the rows and columns containing only zero entries
in matrix Cgc), we obtain matrix Cf‘d):

b5 [ d5 —das
ol _|as bs —es ds
4 —-ds as —bs —es|

es —d5 —das —b5

The matrix Cfld) matches the matrix pattern

(0) (0)
cld _ A B,
4 (0) ONN
_Bz _Az
where
b d
Aéo): 5 es’ B§0): 5 as
as bs —es ds

Hence the matrix Cid) can be represented as [5,30]
Cid) = (iz ® 12) (H2 ® Iz)

S (A0 +BO) e (a0 -BY)| o1, a5)

2
_ 1o
L= .

Considering the structure of the resulting matrices A;O) +B§0)

where

and Ago) - Bgo) we note that these matrices match the patterns

a b
d -a|’
respectively. For that it is necessary to alter the sign in the

second row of A;O) +B§0) matrix. Here a = bs+ds; b = es —as;
c=bs—ds;d=es+as. Then [5, 0]

c d
d c

k]

a—b

LA pO) 1@ —a-b b\ 3
5 (A +BY) = LT, diag 52, =22 T,
1 d d (16
0 0 . c+ C—
E(A§ ) B )) =H2d1ag( et )Hz,
where Téi)s is defined as in (11), Tgi)z is defined as in (10).
Consequently,

Cl¥ = (Lob)(Hoh) ((izTéi)a) ® Hz)

-diag (s(()s), sl(s), sés), sgs), sés))

(15, o) (M 81), (17

where

(5) _bstds—es+as  s5)_Zbs—ds—estas,
- 5

0 2 ’ 2 ’
es—das 5

sf) == : s§ ) _ sgs) =cs;

5y _bs—ds+es+as 5y _bs—ds—es—as

SS —f, ;Y6 —f.

Considering properties of structural matrices [5,21], the com-
putational procedure for the five-point DST-1V is represented by
expression

Ysui = P Ws, s Ws W1 D7Ways W WersPL X, (18)
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where
_r.7@
W6><7 —12T2X3®IQ®H25
W =TS oL oH
76 = 135, @b ®Ha,
D, = diag(s(()s),sis),sés),SéS),SflS),S?),SéS)),
1 1
1 1
(1 _ 0) _
P = 1 . Po= !
-1
1 1
1
1
1
W = 9’
6x5 l 1 _1 _1
1
1 J
1 1
1 1
1
W = b
6 1
1 -1
1 -1}
1 1
1 1
Wiy = -1 1
1 -1
1 -1

A data flow graph of the proposed algorithm of the five-point
DST-IV is presented in Fig. 4. In particularly, the number of
multiplications may be reduced from 25 to 7, but the number of

additions is increased from 20 to 23.

Fig. 4. The data flow graph of the proposed algorithm
for the computation of five-point DST-IV
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2.6. Algorithm for 6-point DST-IV

Now we propose the algorithm for six-point DST-IV. The six-
point DST-1V is expressed as follows:

Yeox1 = CsXox1 s (19)
where

T
X6Xl = [-x07x15x29-x33-x4,x5] B

Yox1 = [0 Y1, Y2, 3, ¥4, 5] "

b}

ag bs ¢ ds es fs
be es es bg —bs —eg
_|ce e —as —fo —be ds
de bs —fo as es —cs
es —bs —bs es —es bg
| foe —es do —co bs —as)

| A ¢ | B d
ag = §s1n(ﬁ)~0.0754, be = §s1n(§)~0.2209,
1 . (57 1 . (Tn
cﬁ_\/;m (§)~0.3515, dg = §s1n(ﬂ)~0.4580,

1 74 1 11
— — — | =0. 4 = —si — | =~ U. 24
13 \/;sm( 24) 0.5334, fs 3 sm( 7 ) 0.57

The columns and rows of C¢ are permutated according to g
which is defined in the following form

1 2 3 4 5 6
e = .
6 2 3 5 4 1

In addition, the sign is altered in third row and the third
column. Then the matrix Céa) is obtained. The matrix Céa)
matches the matrix pattern

A B
(@) _ |As3 3
C@ = ,
B; -A;
where
-ag —e¢ —dg -6 b fo
A3= —€6 €6 —€6 | B3= b(, —b(, b(,
-d¢ —e¢ —ag fo  be —ce

Hence the matrix Céa> can be represented as [5,29]

Ce! = (T8 )

-[(A3-B3)® (-A3—B3) ®B3] (T\, ®L3).  (20)

Then we alter the sign in second column of each resulted
matrices A3 — B3, —Az — B3, B3, and represent the resulting
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matrices
[—ag+cs —es—be do+ fs]
(A3-B3) ) = |—es—bs eg+bs eg+bs|s
|—dée—f6 —e6—bs ac—cs]
lag+cs  ec—bs —ds+fos]
(-A3-B3) ) = |eg—bs —eg+bs —es+bs|,
—-fo es—be —ae—ce|
[~c6  bs  —fs
0
B =|bs -bs —bs
| o be <o
as
(A3-B3) @ =i+,
(-A;-B3) ¥ =+, Q1)
B” =B +B{",
where
—66—b6
CéC)Z —eg— bg e+ bg ec+bg|,
—eg—bg
[—ag+co —de+ fs
(d) _
C3 =
|—d6— f6 ag—Ce
[ e — bg
C§6)= 66—b6 —86+b6 —66+b6 s
66—b6
[a6+c6 —ds+ fo
f) _
C3 - 9’
de—f6  —ac—c6
[ bg —Cq —f6
B\ =|bs -bs -bs|. B =
bs fe 6

Further we eliminate the zeros from the matrices ng), C;f ) s

ng) and obtain the matrices

de + f6

ae —Ce ’

—de+ fs

—de —C6 |

—de+Cq
—de— fo

ae+Ce
de— fo

Bl© _ | €6 —f6
2 fo <o

Then we note that the matrices match the pattern

5

e —

(8) _
G = 2

Here a = —ag+cg; b = dg +f6 for Cég); a=ag+ceg, b= —d6+f6
for Céh); a=—cg; b=—fg for B;C); then [5, 6]

CY¥) =L Hodiag (s 51" ) Ho,
") =T, Hydiag (sf),sgé)) Ho, (22)
B =T, Hydiag (s ( (6>) Ha,
where
(6) _ —actcetdet fo 6) _ —act+ce—de— fo
S - A > S] -~ >
2 2
S(6):a6+c6_d6+f6. s(6):a6+c6+d6_f6.
2 ’ 5 2
6) _ —C6—Jo. ) _ —C6+ fo
SS = —2 5 S9 = —2 .

Considering properties of structural matrices [5,21], the com-
putational procedure for the six-point DST-1V is represented by
expression

Yox1 = PsWexoWox12W12D12Wi2xoWoWousPsXex1, (23)
where
Wexo = Tgié ®l; Woxe = T§3X>2 ®ls;
Wos12 = W3xs ©@ Wixs © Wixa;
Wis =isz@Iz@isz@Iz@igHz@Iz;
Wizxg = Wiyx3 © Was3 © Waxs;
Wy =W3i3 ®W3i3®W3i3;
1 1 1 1
Wiy = -1 1f; W; = 1 ;
1 -l
1
1
1 _
Wyys = ! ; I;= 1 ;
-1
1
X
1
-1
P = ;
6 |
1
_1

Dlz—dlag((é) (6) (6) (6) (6) (6)

S2,3,S4,5,

(6))

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025
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séé) =—e—bg; s§6) =—ec—bg; Séé) = e6 = b

6 6 6
s; ) sio) = bg; si ) = be.

=e6—be; 1

A data flow graph of the proposed algorithm of the five-
point DST-IV is presented in Fig. 5. In particular, the number
of multiplication operations may be reduced from 36 to 12, but
the number of addition operations is the same.

To change the order of columns and rows, we define the
permutation 77 in the following form

1 23 45 6 7
7 = .
321 45 67

Let us permute columns and rows of C7 according to 7. After
permutation and altering the sign in fifth row and fifth column

the resulted matrix Cg“) is decomposed into two components:

(a) _ ~(b) (c)
C=C"+C, (25)
where
—dq
d7
d7
CP=l-d; &7 d7 —-d7 d7 -dv —dy|,
dy
—dq
—dq
Fig. 5. The data flow graph of the proposed algorithm b B 1
for the computation of six-point DST-IV 7 87 €7 foa €1
g7 e1 by az  c1 —f7
2.7. Algorithm for 7-point DST-IV o) 7 b e &
To elaborate the algorithm for seven-point DST-IV the formula 7 b
of this transform is expressed as follows: ~hoa e 781
az ¢ —f7 g1 e1 by
Y7x1 = C7 X941, (24) | e7 —f7 g7 c7 by a7 |
where (b . o .
Matrix C5" has the same entries regardless of sign in the third
X7y1 = [X0,X1,%2,%3,%4,X5,%6] ", column and third row, which allows us to reduce the number of
T operations without the need for further transformations. After
Y71 = [Y0: Y1552, 93, 4, ¥5. ¥61 eliminating the rows and columns containing only zero entries
- . in matrix Cgc), we obtain matrix C'%
az by ¢ dr er  fi &1 6
b d - - — 7
7 i7 ; a —cr =f b g1 1 —fi a1 e
7 g7 7 7 =f —ar e @ e by ar ¢ —f
C7 = d7 d7 _d7 _d7 d7 d7 _d7 > b
b od b - . ol _| € 7 ar er —fi &
;7 7 ’ d7 7T ; 6 -fi a7 er b7 g 7
7T @ ; &7 e; 7 a; ¢ —f1 g er by
g7 —-f1 er 7 7 a7 | ez —fi g ¢1 by ap|
3 x 5 . The obtained matrix acquires the structure
a7 == sin(22) ~0.0598, by = \/jsin ) ~0.1765,
7 28 7 28 (a) pla)
A B
2 (5n 2 (n ¢ =gl sl
c1=4/5 sin(ﬁ) ~0.2844, dp = \/; sin(z) ~ 0.3780, B,7 A
2 . (9 2 (11 with
er= \/j sin| 22 | ~ 0.4526, f5 = \/j sin[ —~ | ~ 0.5045,
7 28 7 28
by g1 ¢7 -f1 a1 e
g1 = \/gsin(w_n) ~0.5312. A =ler er 1| B a1 —pl.
7 28 c7 b1 a; er —f1 g1

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025
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Then [5,32]
C¥ =(H,oL)
1
3 |(AS +Bi) @ (A B | (Hy L), (26)

Let us represent the submatrices:

(b7 f1 ar+g7 cr+eq]
AW +BY = |as+gr crter br—brl,
(c7+e7 br—f1 ar7+g7]
(b1+f7 g1-a7 c7-e]
A;a)—B;a)= gr—a; er—c1 bi+fr
(c7—e7 b+ f7 a7—g7]

of quasi-diagonal matrix (Aga) +B§“)) @ (A;a) - Bga)) as cir-
cular convolution matrices [29]. For that we rearranged the first
and second columns in both matrices and then altered the sign
in first row and first column of Aga) - Bga) matrix. As a result

the matrices Cgk) and Cgl) were respectively obtained:

(b7~ f5

crter ajtgy

C§"> =lar+g7 bi—f1 cr+er|,
[c7+e7 ar+g7 bi—fr
b1+ f1 er—c7 ar—g7

C§” =lar—g71 bitfi er—c7|.
le7—c7 ar7—g71 bi+fi

Further the matrices Cgk) and Cgl) were factorized in ac-
cordance with the expressions for calculating the entries of a
circular convolution matrix Hs,

ho hy Iy
Hs=|h hy hy
hy hy ho
for N =3 [29]:
_ () : (0)
H; =T, Taxadiag (so,51,52,53) Tax3 T3 ", (27)
where
ho+hi+hy ho+hy—2h
50= ———=, ;3= —
0 3 ’ 3
s2=hy —hy, s1=ho— ha,
[1 1 1
=1 -1 1|,  Tsa=| 1 -1,
i 1 -1
1
: 1 1 1
Taxs = NE TV =1 -1].
1 -1
1 1
10

As a result we obtain in (27) hg = b7 —hy7, hy =a7+g7, hy =
c7+eq for Cgk) matrix and hg =b7+ f7, hy =a7—-g7, ha =e7—c7

for Cgl) matrix.
Then

L = (Mo k) (T @P{VT{") (T340 Tsxs)

Xdiag<s(7> §D (D (D (D () 8(7),%7))

0 °"1

*T2 U3 6 0T 0TS

X (T ©Toa) (T 6T | P (Hr01),  (28)

where
s =
s =
5 =
§ =
$0 =
s =

(7 _
Sg =

(7N _
Sy =

-1
P = 1

b7—f7+g7+a7+C7+e7‘
3 ;
bi—fr—e7—c7
- 5
grtar—cr—e7q,
s
b7—f7+g7+a7—2€7—267_
6 ;
b+ fi+a7—g7+e7—c7.
6 ;

b+ fr—er+cy

2 bl

ai—gr—ej+cy

2 b
by +f7+a7—g7—2e7+2c7.

6 ;

I)(a) —
’ 6 -
1

Based on properties of structural matrices [5,29], the com-
putational procedure for the seven-point DST-IV is represented

by the expression:

Y71 = P7W7X8W§O)Wél)W8X10D10

: WleSWéz)Péa) Wéo) Wsx7P7X7x1,

where

D= diag(s((;),sg)
Sf) =dy;
Wss10 = Tsxa @ © T3x4;

(1) _ (1)
W8 —T3 o, ®

(29)

,s§7),s§7),sf),s§7),sé7),s§7),s§7),sé7)) 5

827) =dy;
Wioxg = Tax3 © I @ Tax3;

@M. W@ —1© .
(POTd): W =T el et

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025
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Figure 6 shows a data flow graph of the synthesized algorithm

where

Cs =

with

, 2.8. Algorithm for 8-point DST-IV

Let us design the algorithm for eight-point DST-IV. The eight-
point DST-IV is expressed as follows:

Ysx1 = CsXgxis

T
= [X0,X1,%2,X3,X4,X5,X6,X7] ",

= [)’O,yl,yz’}’S’)’4’)’5»}’6’)’7]T’

Xsx1

Y8><]
[as  bs
bg eg
cg hg
ds fs
es  Cg
fs  —as
gs —ds
|hs  —8s

cs
hg
dg
—bg
—&8
—eg
as

fs

ds
fs
—bg
—hg
—ag
88
cs

—eg

eg
cs
—&8
_ag
hg
—bg
- /s
dg

/3
—ag
_eg

88
—bg
_dg

hg

—cg

Fig. 6. The data flow graph of the proposed algorithm for the computation of seven-point DST-IV

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025

88
_dS
as
(&
-/
hg
_eg

bg

for the seven-point DST-IV. As can be seen, we are able to reduce
the number of multiplication operations from 49 to 10, although
the number of addition operations is increased from 42 to 45.

(30)

T T (3
ag—\/;SIH(3—2)~O.O49O, bg—\/;sm(?’z) 0.1451,

11
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1 . (57 1. (7n

Cg—\/;SIH(3—2)~O.2357, dg = 251n(§)~0.3172,
1 . (97 1 117

eg = ZSIH(§)~O.3865, fg— ZSI (—2)~O4410,
1. (13n I . (15

88 = \/;Sl (3—2) =~ 04785, hg = Z sm(3—) ~ (0.4976

Let us define the permutation

1 23456 7 8
TR =
74 23157 6 8

to change the order of columns and rows. As a result of the
permutations and altering the sign in second and third row and

the second and third column, the matrix Cé“) is obtained. The

matrix Cé“) matches the matrix pattern

(a) (a)
C(a) A4 B4
8T |gl@ _p@|’
4 4
where
[—hs  fs  bg —ds]
A@ fs es —hg —bg
4 - )
bg —hg dg (&
|—ds —bg g ag
[—ag  cg g —eg
@ _| €8 —-ds -as -—gs
i = .
gs —as ey —fg
|—es —gs —fs —hg]

Hence the matrix Cé“) can be represented as [5,30]:
(a) _ (mr(4)
G = (T2><3 ®I4)
(a) (a) (a) (a) (a)
| (AS2-B) o (-aL” -B{ ) o B{ |
(1, e L), (31)

“4) p3)
2x3° T3><2

Considering the structures of the resulting matrices Bia),

where T are defined as in (11).

—hg+ag fy—cg bg—gs —dg+eg
Al@_pgl@ _ fs—cs eg+ds —hg+ag —bg+gs
4 P4 =
bg—gg —hg+ag ds—es  fy+cs
—d8+6’g —bg +4gs fg +cg /’lg +a,
hg+ag —fyg—cg —bg—gs dg+eg
A@ _pl@ _ —fs—cs —es+ds hgt+as  bg+gs
Ty TPy T >
-bg—gs hg+ag —dgy—es —fy+cs
d8+68 bg + g3 —fg+C8 —hg+aa

12

we note that these matrices match the pattern

»  g®

A2 BZ
B A®)

C2 A2

after permutation of the columns and rows according to

g =

3 4 2

1 2 3 4

)

1
Vi =
10 1

2 3 4
2 4 3

respectively. Also a sign in the fourth row and third column was

altered.
Then [5,29]

(a) (a) _ (p(3)
A -B, _(T2x3®12)

: [(cgb’ A (B -AL) @Agb)]

(3)
. (T3><2 ® Iz) s
where T§3x)3’ Tgi)z are defined as in (10),

A _ bg—gs eg—ds

2 jag—hs  gg—bs ’
B® _ cg—fs ag—hsg

2 jes—ds  fy—cs '
b _ fs+tcs as+hg

2 jes—ds  —fy—cs

(32)

The matrices —A‘(La) - Bia) and B‘(La) are decomposed simi-
larly to Af‘a) - Bf‘a). Then

A©) _ —bg—gs
2 a8+hg
B _ cg+ fg
2 —eg+dsg
() _|fs—cs

Czc =
63+d3
and

@ _ | &8s

A2 =
_ag
(@) _|7¢8
B2 =,
8
@ _|-/fs

C2 =
_eg

eg+dg
gs+bs

s

a8+hg

—fs—cs

—ag+hg
—fs+cs

are used instead of Aéb) s Béh), C;b) .

)

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025
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Further, the matrices Céb) —A;b), Béb) —Agb), Aéb), Céc) -
(c) plc) (c) Ale) (d) (d) p(d) (d) A (d)
AL B AL AL G A BT - AT AT matches

the pattern [“ b ] So the matrix Aéb) is represented as

c —a

diag ((c —a), (b+a)) TV

) _p®
A2 =T 3x2°

2x3

where Téig is defined as in (10),

4) _
T3><2 - 1
-1 1

(33)

a=bg—gg, b=eg—dg, c=ag— hg. The matrices C;b) —Aéb),
(b) (b) (c) (c) ple) (c) Ale) (d) (d) p(d)
Bz _Az ’Cz _Az ’Bz _Az ’Az ’Cz _Az ’Bz -

A;d), A§d> are decomposed similarly to Aéb).

Combining the decompositions (31), (32), (33), we obtain the

following matrix factorization:

Ysxi :Pél)WSXIZPg)WIZX18W18><27D27

'W27><18W18><lzPig)WIZXSngo)XSx1’

where

D,7 = diag (s(()g),s(()g), ,sé?) ;
s(()g) =eg—dg+hg—ag— fyg—cg+bg—gs;
sig) = fa+cg—bs+gs+hg+ag+ds—es;
ség):—fs—03+b8—88;
S;S) = —eg—dg+hg—ag—cg+ fy+bg—gs;
sig) =cg— fs—bg+gs—hg+ag+ds—es;
S;g) =—cs+ f3+bg—gs;
ség) = —hg+ag—bg+gs;
sgg) =bg—gs—dg+es; si(sS) =—bs+gs;
5§ = dg+eg—hs —ag+cs — fy — bs — gs;

8
sio) =—ag+hg—dg—eg—cs+ fa+bg+gs;
8
sil) =cg— fs—bg—gs;
8
siz) :es—dg—hg—ag—C8_f8_b8_g8;

() _ .
S13 =ag+hg—dg—eg+cg+ fs+bg+gs;

8 8 = hg+ag+bg+
si ) — cg— fs —bg —gs; SES) hg +ag+bg+gs;
8 8
sgﬁ) =-bg—gg+ds+es; S§7) bs +gs:

(®) _ (®) _

Si8 ——88+ag+fg+g8; ) ——fg—gg—/’l8+€g;

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025

(34)

8 8
Séo) = f3 +8s; Sél) =dg+ag+cg+gs;

(®) _ ) .
Sy, =—gg—Cgteg—dag, S, =Cgtgs;

sy =—ag—gs sy =gs—es; Sy =—gs;
Wsxi2 =T§i)3®14; Wiaxs =Tg()2®l4;
Wioxig = (TSX)3 ®Iz) ® (TSB3 ®Iz) ® (ng3 ®Iz) ;
Wigxiz = (Tgi)z ®Iz) ® (Tgi)z ®Iz) o (Tgi)z ®12) ;

PY =P¥ 0P 0P,

P PP o) o Pl

_ m(4) (4) (4) (4) 4)
Warxig = T3><2 ® T3><2 GBT3><2 ® T3><2 ® T3x2

(4) 4) (4) 4) .
® T3><2 ® T3><2 ® T3><2 ® T3x2’

Wigxar = fo)3 ® Té??» ® T?x)s ® fo)3 ® fo)3

T oT,)

(3) (3).
2x3 2><3®T2 eT

X3 2x3°

1 1
1 1
(a) (b)
P\ = ; P, = ;
4 -1 4 —1
1 1
1
1
-1
-1
pO _ :
8 1
1
1
1]
-1
1
-1
1
p() =
8 1
1
1
1]

The data flow graph of the designed algorithm for the eight-
point DST-IV is presented in Fig. 7. As can be seen, we are able
to reduce the number of multiplication operations from 81 to
27, although the number of additional operations is increased
from 56 to 57.

13
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Fig. 7. The data flow graph of the proposed algorithm for the computation of eight-point DST-IV

2.9. Algorithm for 9-point DST-IV

To develop the algorithm for nine-point DST-IV the formula of

this transform is expressed as follows:
Yox1 = CoXoxi,

where

[ag by co dy e9 fo g
bg €9 ho ho €9 by —byg
c9 hy fo as —e9g —q9 —dy
dy hy a9 -g9 —e9 c9 qo

C9= €9 €9 —€9 —€9 €9 €9 —€9

foo bo —gq9 co ey —go —ag
g —by -dy q9 —ey —ag fo
hg —€9 b9 bg —€9 hg —hg
99 —hy g9 —fo ey —dy 9

T
Xox1 = [X0,%1,X2,X3,X4,X5,%6,X7,%8]" ,

Yoxi = [Y0, Y1, Y2, Y3, Y4, ¥5. Y6, Y7, 8]

ag = \/gsin(%) ~0.0411, bo= \/gsin(

14

T

12

(39)
ho g9 |
—e9 —ho
by g
by —fo
—€9 €9 |,
hg —do
—hy c9
€9 —bg
—by ay |

T
) ~0.1220,

9,

2 T 2 T
c9 \/ESI 3 ) 0.1992, dy \/gsm(%) 0.2704,

n( "
eq = \/gsin(%) ~03333,  fo= \/gsin(l;—g) ~0.3862,
go= \/gsin(ls—g) ~04272, ho= \/gsin(sl—;r) ~0.4553,
q9 = %sin(lg—g)zo.4696.

To change the order of columns and rows, we define the
permutation 7y, in the following form

1 23 456 789
T2 = .
1 23 45 9 8 76

Let us permute columns and rows of Cy according to 1. After
permutation and altering the sign in second and ninth rows, sev-
enth and ninth columns the obtained matrix Cé“) is decomposed
into two components:

i =cd +ci, (36)

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025
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where
€9
—eg
—eo
—eg
Céb)— €9 €9 —€9 —€9 €9
€9
—eo
—eo
_eq
a9 by co do
—by —e9g —hg —hg
co  hg fo o ag
© dy hy a9 —go
)=
g9 —he g —fo
hg —eg by by
g —bg —do qo
1—fo —be q9 —c9

Matrix Céb) has the same entries except on the sign in the
fifth column and fifth row, which allows us to reduce the number
of operations without the need for further transformations. After
eliminating the rows and columns containing only zero entries
in matrix C;C), we obtain matrix Céd). The obtained matrix

acquires the structure

€9 €9

q9  —hg
hy —e9
g9 —bog
—fo —bo
ag bg
—bg —€9
ho —ho
—dyg c9

clo _ [AL B
N PCEINCIE
a9 by co dy]
Aib) _|7bo —eo —ho —hy
co  hy fo o ay
| dy  hy a9 —go9]
(g9 ~hy g9 —fo
Bz(lb) _|Mo —es bo Do
g9 —by —-dy qo
—fo =bo q9 —c9]

Then [5,29]

C{¥ = (H®L)

|
3 [(Ag‘” B e AP -BY)| (eL). (37)

Let us represent the submatrices

ag+qy bg—hoy
—bo+h -2
Aib) +B§b) _ |"botho €9
co+gg  hg—bg
do—fo  ho—bo

c9t+89
—hg+ by
Sfo—do
agt+qo

—€9 —€9,
g —f]
by by
—dy qo
q9 —C9
co do
—hy —ho
€9 —bg
—bg ag ]

do — fo
—hg +b9
as+qo
—89—C9

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025

as—qy bo+hy co—go  do+fo
A®) _g®) _|Tbo—ho O —ho—by —ho—by
4 T P4 = >

co—g9 ho+by fo+tdy ag—qy

do+fo hotby a9g—qy —go+cy

of quasi-diagonal matrix (Af‘b) +Bib)) @ (Af‘b) - Bib)) as circu-
lar convolution matrices [32]. We permutated the columns and
rows in both matrices with

1 2 3 4 1 2 3 4
m3 = ,7T= B
BTl 1 4 3 “Tl21 3 4

respectively. Then the sign in second row and second column of
the transformed Aib) + Bib) matrix was altered. As a result the

matrices Cik) and Cil) were respectively obtained:

[ —2e9 —bg+hg bg—hg bg—hg
Cik) _|bo—ho astqy —dotfo —co—go ’
—bgt+hy —co—g9 agtqy —do+fo
|—bo+hy —do+fo —co—g9 ag+qo
0 —bg—h9g —bg—hg —byg—hg
Cz(‘.l) _ ho+by ag—qy do+fo  co—go
ho+bg co—gy as—qe9  do+tfo
[ho+bg  do+fo  co—gy  ag—qg

Then the matrices Cik), C‘(‘l) are decomposed into two com-
ponents:

(k) _ ~(m) (n), ) _ ~(p) (r).
C,'=C,/7+C,"; C, =C,/7+C, ", (38)
where
[ —2e9 —bo+hg bg—hg bg—hg
(my _ | bo—ho
c = ,
—bg+hy
_—b9+/’l9
cm ag+qe —do+fo —co—go
4 —co—g9 ag+qy —do+fo|’
—do+fo —c9g—g9 as+qo
—bg—hg —bg—hyg —bg—hy
c(p) _ |ho+bo :
4 hg +b9 ’
_h9+b9
cl) = ag—qo do+fo c9—go
4 co—gy ag—q9 do+fo
do+fo co—g9 ag—qy
15
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Matrices Cf‘m), Cf‘p ) have the same entries except on the
sign in the first column and first row, and except on element in
first row and first column. This allows reducing the number of
operations without the need for further transformations. After
eliminating the rows and columns containing only zero entries

in matrices Cfl") , Cy), we obtain matrices Cg"), C;r):

—do+ fo
ag+4q9
—C9—&9

[ agtqo
—C€9—&9
|—do+ fo

—C9— 89
—do+ fo;
agt+qo

(n) _
G =

do + fo
ag —(go
c9—g9

[a9— g9
€9—§89
| do+ fo

Cc9—4&9
do+fol.
as—qo

(r) _
Gy =

Further the matrices Cé"), Cgr) were factorized in accordance
with the expressions for calculating the entries of a circular
convolution matrix Hj

ho hy
Hi=|h ho h
hy hy ho

for N =3 (expression (27)) [29].

As a result we obtain in (27) ho = a9 +q9, h1 = —c9 — go,
hy = —do + fo for Cg”) matrix and hy = a9 — g9, h1 = c9 — go,
ha = do+ fo for ") matrix.

Next, we define

© _ . .9 _a9+qo—do+fo—co—g9.
S =€ 5= 6 ;
S(9):a9+619+d9—f9. S(9):—C9—g9+d9—f9.
2 2 ’ 3 2 ’
(9) _ a9+qo—co—go+2do—2fy  (9y bog—hy
S = Ky = __ -
4 6 ’ 5 2 7
bg — hg
Sé9) =20, S;9) ~ eo: Sé9> = eo:
(O _99=qotdotforco—gy,
9 6 >
© _as—qo—do—fo (o) co—gg—dy—fo
SlO - 2 ’ Sll - 2 >
9) _ a9 —qo+co—gy—2dg—2fy
Si2 = 6 >
) _ b9+h9_ ) _ b9+h9
513575 0 S T T, -

Based on properties of structural matrices [5,29], the compu-
tational procedure for the nine-point DST-1V is represented by
the expression

Yoxi =P;I)W9x10W10P§E))W10><13W§;>W13x15D15W15x13
'Wig)W13x17W17x10P§8)W10W10x9P;0)X9x1; (39)
where

Dis = diag (s”)

9) (C)AW
0 5 ""’314)’

16

(@) 1 1 1 b _ -1 -1
P2?<4 - ’ P2><4 -
1 1
1 1
1 1
a) _ (b) _
x5 1 1 ’ P4><6 - 1
1 1 1
1
1
1
Prys=|1 5
1
1
1]
1
-1
1
1
1
(0)
P =
10 1
1
1
1
-1
1
1
1
) 1
P =
10 1
1
1
1

Wiskis =10 Txa @ L@ Tixs @ In;
Wisxiz=10Taxz @ L1 © Taxz & In;
wl=1eT{" e LoT{" 0L;
wo=10TeLoT ob;
Wisxir=L EBPE';L ols eBPg’(L;
Wioxi13 =P§l;)6@12®1"(&)5;
Wi7xio = (12x1 ® 1) @ L © Prya;
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1
1
1
1
Wioxg = ! ;
1 1 -1 -1 1 1 -1 -1
1 1
1
1
1_
1 1
1 1
1 1
1 1
Wi = ! |
1 -1
1 -1
1 -1
1 =1

Figure 8 shows a data flow graph of the synthesized algorithm
for the nine-point DST-IV.

3. RESULTS

The correctness of the developed algorithms was tested using
the MATLAB R2023b environment. For this purpose, the ma-
trices of coefficients of the DST-IV were calculated using ex-

Fig. 8. The data flow graph of the proposed algorithm for the computation of nine-point DST-IV

17



N

www.czasopisma.pan.pl P N www.journals.pan.pl

.

M. Polyakova, A, Witenberg, and A. Cariow

pression (1) for N =2,3,4,5,6,7,8,9. Then factorizations of
DST-IV matrices were calculated using the expressions (5), (8),
(12), (18), (23), (29), (34), (39). The coincidence of the results
for the same N indicated the correctness of the developed algo-
rithms. And, similarly, it was tested the correctness of the data
flow graphs for the proposed algorithms. The 30 sequences of
random normally distributed numbers were generated for each
considered value of length N. Each sequence was transformed
according to the data flow graph and also using the direct matrix-
vector product. The coincidence of the results obtained for each
N indicated the correctness of the synthesized data flow graphs
for the developed algorithms.

Further, the computational complexity of the proposed algo-
rithms was evaluated. The obtained results are shown in Ta-
ble 1. In parentheses, the percentage difference in the number
of operations is indicated, plus means that the number of op-
erations has risen compared to the direct method, and minus
means that it has reduced. Thus, the number of multiplications
for N=3,4,5,6,7, 8,9 was reduced by an average of 63%. At
the same time, the number of additions was increased by an
average of 8%.

4. DISCUSSION OF COMPUTATIONAL COMPLEXITY

The number of multiplications and additions for the algorithms
known from the literature is shown in Table 2. Analyzing the
obtained results, we note that the number of multiplications was

Table 1
The number of additions and multiplications of the direct method
against the proposed algorithms

reduced relative to a completely recursive algorithm [20] for
N =4 and N = 8. But at the same time, the number of addi-
tions was increased. The completely recursive algorithm was
developed exploiting the same approach as the proposed al-
gorithms, specifically, the matrix factorization approach. The
algorithms designed with the polynomial arithmetic approach
are implemented with fewer multiplications than the proposed
algorithms. However, for N = 9 the proposed algorithm reduced
the number of multiplications by 25% compared to the general
radix algorithm developed with the polynomial arithmetic ap-
proach [22]. At the same time the number of additions for N =9
is increased by 41%. The reduction in multiplications is signif-
icantly contributed to speeding up the signal processing since
the multiplications are more expensive to use than additions. As
a result, the amount of resources used in the signal processor is
significantly reduced allowing for easier operation in real time.

The proposed DST-IV fast algorithms do not limit the length
of the input data sequence to powers of two or three. The data
flow graphs constructed for the proposed algorithms reveal their
modular space-time structure suitable for VLSI implementation.

5. THE EXAMPLE OF THE PROPOSED ALGORITHM
APPLYING FOR THE SPEECH SIGNAL DENOISING

The orthogonal transforms including DST are widely used in
speech denoising [16-18, 32, 33]. This practical example can
be explored for understanding the advantages of the proposed
algorithms. We base on the simple but effective scheme of the
speech signal denoising inscribed in [32] but use the DST-IV
instead of the DCT-II as in the original source. Then the stages
of this technique are as follows.

N Direct method Proposed algorithms 1. We assume that the speech signal contains additive white
Adds. Mults. Adds. ‘ Mults. Gaussian noise with zero mean and a previously known or
5 5 2 3 (2507 3 (=257 accurately estimated variance 2.
(+30%) (=25%) 2. The initial speech signal is windowed on non-overlapping
3 6 9 7 (+17%) 4 (=55%) or partly overlapping frames of N pixels.
4 12 16 15 (+25%) 9 (—44%) 3. The orthogonal transform is performed for each of these
5 20 25 23 (+15%) 7 (—60%) frames; in particular, we apply the proposed fast DST-IV
6 30 36 30 (0%) 12 (—64%) algorithms depending on the N. These algorithms were im-
7 4 49 45 (+7%) 10 (~78%) plem;nt;df usinlig the simula}tled fInodel bf;sgd on the ditz; flow
3 56 64 57 (+2%) 27 (=58%) graphs. ter the DST-IV t e rst coefficient in each frame
is related to the mean of the signal frame and further has not
9 72 81 65 (—10%) 15 (—81%) been processed.
Table 2
The number of operations for the algorithms known from the literature
Alorith Reference, N=3 N=4 N=38 N=9|
gorrtm publication year | Muylts. | Adds. | Mults. | Adds. | Mults. | Adds. | Mults. | Adds.
Completely recursive radix-2 DIT algorithm [4], 2021 - - 8 12 20 36 - -
Completely recursive algorithm [20], 2018 - - 10 10 30 30 - -
Improved algorithm [24], 2008 - - 10 10 20 34 - -
General radix algorithm [22], 2008 6 8 12 20 36 20 38
Proposed algorithm - 4 9 15 27 57 15 65
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4. The resulting signal is thresholded using the following ex-
pression [32]:

D(k),
D*(k)/T?

Dmr<k)={ DL T,
if |D(k)|<T,
where k is a number of DST-IV coefficient in the frame,
T = Bo is a threshold value, B is a coefficient which is
selected by tuning approximately in the range from 2 to 5.
5. After the described thresholding the inverse DST-1V is ap-
plied. The fast algorithms for this transform can be easily
obtained keeping in mind that the inverse transform matrix
is the transposed matrix of the direct DST-IV.
The accuracy of the DCT-based filtering for speech signal
denoising problem was evaluated by the improvement in the
signal-to-noise ratio (SNR) in dB [32]:

2
ISNR = 10 log, N}'—SE = SNRou — SNRis

where ISNR is the improvement in the SNR, an MSE is a mean
squared error between the initial signal and the denoised signal,
SNR;, is the SNR value before signal denoising, SNRy; is the
SNR value after signal denoising.

To test the performance of the DST-based filtering, in this
paper the so-called Harvard phrases are used. These are the
recordings of English male voice utters which are taken from a
set of speech signals formed at McGill University in Montreal,
Canada [34]. The above dataset is often applied to research
speech signal processing techniques [32]. The duration of each
signal is approximately two seconds at the sampling rate is
48 kHz which is also used as the standard rate together with
44.1 kHz for high-quality audio recording.

During the research, a set of audio files was selected. The
white Gaussian noise was added to the speech signal from each
file. The noise level was chosen to obtain the noised signal with
an SNR from 0 to 10 dB because the DST-IV is better to use
at high noise levels as we observed. The initial speech signal is
windowed on non-overlapping frames of N pixels where N is
ranged from 3 to 9. The research was performed using an Intel
Core i5-7400 processor, 3 GHz CPU, 16 GB memory, Win-
dows 10 operating system, 64 bit. The provided experiment has
shown that the fast DST-IV algorithms allow for reducing the
speech signal denoising time by 62—78% as compared to direct
matrix-vector product application. The researched speech sig-
nals contained about 90 000 samples. We also resampled these
signals to obtain a sampling rate of about 8 kHz and to consider
the low-quality audio recordings. The resampled signals consist
of about 15000 samples. In this case, the speech signal denois-
ing time is decreased by 53—76%. As for the accuracy of speech
signal denoising then applying DST-IV has given similar results
as compared with DCT-II in the statistical error limits. In par-
ticular, for N =5 the accuracy of DCT-based speech signal de-
noising is exceeded on 0.11-0.14 dB the DST-based denoising.
And this estimation was not dependent on the signal sampling
rate. For N =5 the speech signal denoising time is decreased by
65-67% (0.51 sec against 0.16 sec on average) if the sampling

Bull. Pol. Acad. Sci. Tech. Sci., vol. 73, no. 4, p. €153827, 2025

rate is equal 8 kHz, and by 69-71% (3.12 sec against 0.95 sec
on average) if the sampling rate is equal 48 kHz. For N =7 the
speech signal denoising time is decreased by 66—68% (0.40 sec
against 0.13 sec on average) if the sampling rate is equal 8 kHz,
and by 70-72% (2.47 sec against 0.70 sec on average) if the
sampling rate is equal 48 kHz. For N =7 the accuracy of DCT-
based speech signal denoising is exceeded on 0.09-0.18 dB the
DST-based denoising. Therefore this practical example of apply-
ing the proposed algorithms to speech signal denoising shows
that the denoising accuracy can be slightly decreased while the
processing time is significantly reduced.

6. CONCLUSIONS

This paper presents type-IV DST algorithms with reduced multi-
plicative complexity. Experimental research of developed algo-
rithms compared their computational complexity with the direct
calculation of matrix-vector products. The resulting factoriza-
tions of DST-IV matrices reduce the number of multiplications
by an average of 63% but increase the number of additions by
an average of 8% in the range of signal lengths from 3 to 9. The
practical example of the applying the proposed algorithms to
denoise the speech signals is provided.

If you analyze any of the signal flow graphs shown, you
will see that they contain pre-additions, post-additions, and sev-
eral multiplications in the middle like Winograd’s fast Fourier
transform algorithms. Unfortunately, for even-length input se-
quences, the reduction in the number of multiplications is not as
significant as for odd-length sequences. This is somewhat sur-
prising since for some other well-known discrete trigonometric
transforms (DFT, discrete Hartley transform) the opposite situ-
ation holds. However, the fact remains a fact.

The advantage of the algorithms described in the paper com-
pared to known algorithms (see, for example, [4,20]) is that the
critical path in the signal flow graph of any of the presented al-
gorithms contains only one multiplication. If there is more than
one multiplication in the critical path of the algorithm, then
this will create additional problems for the implementation of
computations. As a result of multiplying two n-bit operands, a
2n-bit product is obtained. The need for repeated multiplication
requires more manipulations with the operands and therefore
requires more time and effort than when dealing with only a
single multiplication. In fixed-point devices, this fact can cause
overflow-underflow handling. If we want to preserve the accu-
racy, then double access to the memory is required both when
writing and when reading. Using floating-point arithmetic in
this case also creates additional problems related to exponent
alignment, mantissa addition, etc.

The solutions offered here are meant to be an addition to the
collection of fast discrete trigonometric transform algorithms
that numerous researchers have been honing for many years. The
future development of the research might be the implementation
of the proposed algorithms to combine the discrete transforms
in hybrid forms [16]. Here, we introduce novel algorithms, but
we make no claims about their optimality. This is all we have
managed to obtain so far, and we want to share at least this. If
someone can show better results, we will be very pleased.
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