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Abstract: Temperature rise and thrust ripple in Permanent Magnet Synchronous Linear
Motors are critical factors that impact their operational performance and stability. This
study addresses the coupled effects of temperature variation and thrust ripple in Permanent
Magnet Synchronous Linear Motors by proposing a cooperative optimization method aimed
at enhancing stability and efficiency. A trapezoidal Halbach alternating electrode structure-
based Permanent Magnet Synchronous Linear Motors analytical model was developed.
Combining the Multi-Population Genetic Algorithm with the Kriging surrogate model,
a cooperative optimization framework was established to improve the precision and efficiency
of temperature and thrust ripple optimization through iterative sample point addition and
multi-objective strategies. Experimental results demonstrate that the proposed method
reduces thrust fluctuation to 8.3%, which is lower than traditional methods. The utilization
rate of the permanent magnet is higher than other methods, reaching 5.8 N/cm3. The
temperature rise is significantly reduced, achieving a maximum energy-saving rate of 25%,
and the optimization efficiency improves by 43.5%. In addition, the reliability of the method
is verified by COMSOL Multiphysics 6.0 finite element simulation combined with ANSYS
Maxwell electromagnetic simulation. This research offers a novel approach to Permanent
Magnet Synchronous Linear Motors optimization, providing technical insights for designing
high-performance, energy-efficient motors.

Key words: Kriging, Multi-Population Genetic Algorithm, Permanent Magnet Synchronous
Linear Motor, temperature rise, thrust ripple
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Nomenclature

Abbreviations Full name
PMSLMs Permanent Magnet Synchronous Linear Motors
GA Genetic Algorithm
PSO Particle Swarm Optimization
MPGA Multi-Population Genetic Algorithm
THCP-PMSLM Trapezoidal Halbach Cylindrical Permanent Magnet Synchronous Linear Machine
HCP-PMLSM Halbach Configuration Primary Permanent Magnet Linear Synchronous Motor
DH-PMLSM Double-layer Halbach Primary Permanent Magnet Linear Synchronous Motor
HSP-PMLSM Heterogeneous Structure Primary Permanent Magnet Linear Synchronous Motor
MRP-PMLSM Magnetic Reluctance-Optimized Primary Permanent Magnet Linear Synchronous Motor
VPP-PMLSM Variable Pole Pitch Primary Permanent Magnet Linear Synchronous Motor
CCH-PMLSM Composite Coil Halbach Primary Permanent Magnet Linear Synchronous Motor
DPSO Differential Particle Swarm Optimization Algorithm
AMCO Adaptive Multi-objective Cooperative Optimization Algorithm

1. Introduction

With the advent of Industry 4.0, high-precision, high-efficiency motor drive systems have
become essential components of modern industrial automation and intelligence [1, 2]. Motors, as
the core of power-driven devices, directly influence the operational efficiency and stability of the
entire system [3, 4]. Over decades, motor drive technologies have evolved rapidly, from traditional
rotary motors to linear motors, which convert electrical energy directly into linear mechanical
motion, bypassing the complex processes of gears and belts [5]. Linear motors offer advantages
in energy efficiency, precision, and responsiveness, making them ideal for applications in rail
transit, automated production lines, and precision instruments. Among linear motors, PMSLMs
have emerged as a leading technology, widely used in industrial manufacturing and rail transit [6].
However, practical applications often face challenges such as temperature rise and thrust ripple,
which compromise motor stability and lifespan [7]. Recent studies on PMSLMs have introduced
various structural designs and optimization methods, but significant limitations persist.

Many studies have attempted to improve the performance of the PMSLM by adjusting its
electromagnetic design. Zhang Z. et al. suggested a technique to optimize the arrangement
of permanent magnets based on the Halbach array. By altering the magnetization direction,
this method reduces back leakage flux, effectively lowering thrust ripple and enhancing motor
smoothness [8]. However, the problem of electromagnetic noise remains unresolved. Di J. et
al. improved thrust performance significantly by altering the stator slot width, but the complex
computational process of stator slot design limits the generalization ability of this method [9].
Yang X. et al. offered a strategy for optimizing the air-gap magnetic flux density distribution using
the finite element method. By introducing a non-uniform magnetization distribution model in the
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air gap, thrust ripple was effectively reduced. However, this method does not consider the impact
of temperature on performance [10]. Yun H. et al. proposed a combined optimization scheme for
coil and magnetic pole structures. This method evaluated the thrust density improvement using
electromagnetic simulation software, thereby enhancing the motor’s thrust performance. However,
the complex materials and manufacturing processes required make the method costly and difficult
to widely adopt [11]. Chen Y. et al. explored an optimization method for asymmetric permanent
magnet arrangements. By optimizing the spacing and shape of magnetic poles, thrust ripple was
reduced. However, this method does not meet the precision and stability requirements of high-end
industrial applications [12].

Collaborative optimization of thrust and temperature has also been a widely discussed topic in
PMSLM research. Wu Y.Z. et al. presented an integrated optimization method based on surrogate
models, establishing proxy models for thrust and temperature and using a GA to optimize the model
settings. This method effectively achieved control of thrust and temperature but is challenging to
apply in complex scenarios [13]. Zhang S. et al. proposed a collaborative optimization method
for PMSLM temperature and thrust based on the PSO algorithm. This method balances thrust
and stability through adaptive functions but is prone to local optima, making it difficult to obtain
the global optimum solution [14]. Zhang S. et al. also proposed a thrust ripple improvement
method based on the GA. By using crossover and mutation operations, thrust characteristics were
optimized. However, this method requires a large amount of permanent magnet material, increasing
motor manufacturing costs [15]. Huang M. et al. has been shown a motor temperature method
based on the adaptive simulated annealing algorithm. By dynamically adjusting the temperature
variation step size, the stability of the motor system was improved. However, the optimization
process is time-consuming and cannot meet the demands for quick responses [16]. Mahmood
D.Y. et al. demonstrated a collaborative method comprised of a multi-objective algorithm. By
balancing the weights of temperature and thrust, motor performance was improved. However, this
method relies heavily on initial parameters, making it challenging to ensure stability and accuracy
in optimization results [17].

In summary, while the aforementioned methods have made progress in thrust and temperature
optimization, they have limitations in convergence, reliability, and practical application efficiency.
This research introduces a trapezoidal Halbach alternating pole structure and anMPGA to construct
a THCP-PMSLM. Compared with the latest research, this study contributes by overcoming the lim-
itations of the Halbach structure. It reduces thrust fluctuation while improving system adaptability.
The proposed method uses an MPGA to address the local optimum issues of PSO and a GA, achiev-
ing a better balance between thrust and temperature optimization. Additionally, by integrating the
Kriging surrogate model, this method enhances motor stability while considering cost-effectiveness
and energy efficiency. The research is expected to provide a novel solution for PMSLM performance
optimization in industrial scenarios, improving motor stability, adaptability, and cost-effectiveness,
thereby offering theoretical and practical foundations for real-world applications.

2. Methods and materials

This study focuses on constructing an analytical model for PMSLMs based on the trapezoidal
Halbach alternating electrode structure and developing an optimization framework.
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2.1. Analytical model based on trapezoidal Halbach alternating electrode structure
PMSLMs are characterized by high thrust density, precision, and non-contact mechanical

motion, making them indispensable in industrial automation and precision motion control [18].
However, thrust ripple reduces system stability and positional accuracy, while temperature rise
may degrade material properties and exacerbate thermal mismatch, worsening thrust ripple [19,
20]. The trapezoidal Halbach alternating electrode structure offers uniform magnetic field
distribution and flux concentration, effectively reducing thrust ripple [21]. This section constructs
an analytical model for the THCP-PMSLM. Therefore, based on the trapezoidal Halbach alternating
electrode structure, this section constructs an analytical model of the THCP-PMSLM to quantify
the relationship between temperature and thrust fluctuations, providing a theoretical basis for
subsequent collaborative optimization. Firstly, Fourier decomposition method is used to quantify
the magnetization distribution of Halbach structure, and an analytical expression for the air gap
magnetic field is established, as shown in Eq. (1) [22].

Bg(x) =
∞∑
n=1

Bn cos(nk x). (1)

In Eq. (1), Bg(x) represents the air-gap magnetic flux density; Bn denotes the amplitude of
the n-th harmonic of the magnetic flux density; k represents the wave number (k = 2π

L , where
L indicates the pole distance of the motor); x denotes the spatial position. Since thrust ripple
directly affects the stability and accuracy of the motor, it is essential to quantify its magnitude and
characteristics as a reference for optimization design. The calculation of thrust ripple characteristics
is shown in Eq. (2).

F(t) =
∫ L

0
Bg(x) · J(x)dx. (2)

In Eq. (2), F(t) represents the thrust; J(x) represents the current density distribution. The
coupling effect between electromagnetic force and volumetric force is a key factor affecting
thrust stability. To clarify the comprehensive impact of this coupling on motor performance, the
electromagnetic force and volumetric force are separately modeled to analyze their superimposed
effects, as shown in Eq. (3).

Ftotal = Fem + Fvol. (3)

In Eq. (3), Ftotal represents the total thrust; Ftotal represents the electromagnetic force; Fvol
represents the volumetric force. The superimposed effects of electromagnetic force and volumetric
force provide the basis for evaluating thrust density and efficiency performance. The analytical
model for motor performance indicators is expressed in Eq. (4).

η =
Pout
Pin
=

F · v
I · V

. (4)

In Eq. (4), η represents efficiency; Pout represents output power; Pin represents input power;
F represents thrust; v represents speed; I represents current; V represents voltage. Since the
pole pitch and magnet thickness significantly influence the magnetic field and thrust ripple, the
optimization range of these parameters must be determined, as shown in Eq. (5).

Pk =
∂F
∂Xk
· Xk . (5)
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In Eq. (5), Pk represents the parameter sensitivity coefficient; Xk represents the structural
parameter. Based on the parameter ranges set above, the variation in motor performance under
different parameter combinations is evaluated, as shown in Eq. (6).

R =

√√√
n∑
i=1

(
Fi − F

F

)2

. (6)

In Eq. (6), R represents the performance fluctuation rate; Fi represents the thrust in the i-th
simulation; F represents the average thrust. By optimizing the parameter ranges, the minimized
thrust fluctuation amplitude and temperature amplitude are obtained and finally the best parameter
combination is obtained to improve the motor performance. The expression of the optimization
problem, as shown in Eq. (7).

Opt = arg min(w1 · ∆F + w2 · ∆T). (7)

In Eq. (7), Opt represents the optimal parameter combination; ∆F represents the amplitude
of thrust ripple; ∆T represents the amplitude of temperature fluctuation; w1 and w2 stand for
the weight coefficients and are used to balance the relative importance of the two optimization
objectives. When using Eq. (7) for the solution of the optimal parameters, if the function is
differentiable, the optimal solution can be derived analytically; if the function is not derivable
analytically, the optimal solution is obtained by the gradient descent method. The above steps
provide a theoretical foundation for further motor optimization. The constructed analytical model
for the THCP-PMSLM is illustrated in Fig. 1.
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magnets

 

Fig. 1. Schematic diagram of THCP-PMSLM analytical model

Figure 1 shows a schematic diagram of the THCP-PMSLM analytical model, in which
a trapezoidal Halbach array is distributed on the motor stator, utilizing its unique magnetic flux
distribution characteristics to achieve efficient magnetic field utilization and low thrust fluctuation
characteristics.
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2.2. Coordinated optimization method of temperature and thrust ripple using MPGA and
Kriging surrogate model
In the previous section, the effects of motor structural parameters on average thrust, thrust

ripple, and thrust-to-volume ratio were preliminarily analyzed. However, due to the coupling
relationships between the structural parameters in the analytical model, achieving optimization
goals through simple parameter selection is challenging [23,24]. Furthermore, temperature rise
and thrust ripple are crucial factors affecting motor performance and reliability [25,26]. Traditional
optimization methods struggle to balance these two indicators effectively [27, 28]. Therefore, this
section introduces a new cooperative optimization strategy to balance motor temperature rise and
thrust fluctuation. This strategy uses the Kriging surrogate model combined with MPGA. The
specific optimization process is shown in Fig. 2.
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Fig. 2. Coordinated optimization flowchart

From Fig. 2, it can be observed that the strategy integrates the high-accuracy modeling
capability of the Kriging surrogate model with the global optimization capability of MPGA.
Additionally, it dynamically adds sample points using the Expected Improvement (EI) criterion to
improve the prediction efficiency and accuracy of temperature rise and thrust ripple optimization.
To construct the Kriging surrogate model, Latin Hypercube Sampling (LHS) is used to generate
sample points, as shown in Eq. (8) [29].

X =
{(
wi
m, pi, θim

)}
i = 1, 2, . . . N . (8)
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In Eq. (8), X is the sample set of design variables; wi
m represents the width of the permanent

magnet at the i-th sample point; pi indicates the polar distance of the i-th sample point; θim
represents the inclination angle of the trapezoidal magnetic pole slope; N represents the amount
of sample points. The generated sample points serve as the input data for constructing the Kriging
surrogate model, which creates a nonlinear mapping that links the target response values and
design variables, as shown in Eq. (9).

y(X) = µ + Z(X). (9)

In Eq. (9), y(X) is the target response value; µ is a constant baseline value; Z(X) is a zero-mean
Gaussian process representing random errors. In the optimization of the PMSLM, both temperature
rise and thrust ripple need to be considered comprehensively [30, 31]. For this multi-objective
optimization problem, the objective function and weight allocation must be explicitly defined, as
shown in Eq. (10).

fobj = w3 · ∆T(X) + w4 · ∆F(X). (10)

In Eq. (10), fobj is the optimization objective function; y1(X), y2(X) and y3(X) all represent
target response values; w3 and w4 represent the target weights, reflecting the relative importance
of temperature rise and thrust fluctuations; ∆T(X) and ∆F(X) represent the function values of
temperature rise and thrust fluctuation, respectively. Using the global search capability of MPGA,
the temperature rise and thrust parameters in the objective function are preliminarily optimized, as
shown in Eq. (11) [32].

Fitness(X) = fobj(X). (11)

In Eq. (11), Fitness(X) represents the fitness value; fobj(X) is the objective value calculated by
the surrogate model. Based on the preliminary optimization results, the accuracy of the surrogate
model is improved by selecting new sample points using the EI criterion, as shown in Eq. (12).

EI(X) = σ(X) · [Z · Φ(Z) + φ(Z)]

Z =
ŷ(X) − ybest

σ(X)
. (12)

In Eq. (12), EI(X) is the EI criterion sample set; ybest is the current optimal solution; ŷ(X) and
σ(X) are the predicted value and prediction error, respectively; Φ(Z) and φ(Z) are the cumulative
distribution function and probability density function of the standard normal distribution; Z is the
normalized value. The multi-objective optimization process iteratively improves the optimization
accuracy, eventually converging to the optimal solution. The convergence condition is shown in Eq. (13).��� f k+1

obj − f kobj

��� ≤ ε . (13)

In Eq. (13), f k+1
obj and f kobj represent the target values for the k + 1-th and k-th optimizations,

respectively; ò is the convergence threshold. In the THCP-PMSLM motor model, the thermal
conduction characteristics of the adiabatic surface, which does not contact air, lead to no heat
transfer externally. The adiabatic boundary condition is described in Eq. (14).

λn
∂T
∂n

����
S6

= 0. (14)
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In Eq. (14), λn represents thermal conductivity;
∂T
∂n

represents the temperature gradient; S6

represents the normal direction of the boundary. Thermal conductivity and temperature gradient
jointly determine the heat transfer behavior in the material, and the adiabatic boundary condition
ensures zero heat transfer at this boundary, resulting in a zero-temperature gradient. These
parameter settings ensure the physical accuracy and reasonableness of the model boundary
conditions. To ensure that the optimization results meet practical engineering requirements, the
optimized parameters are input into COMSOL Multiphysics finite element simulation software to
calculate the temperature rise and thrust ripple, as shown in Eq. (15).{

∆T = fFEM(Xopt)

∆F = fFEM(Xopt)
. (15)

In Eq. (15), ∆T and ∆F represents the temperature rise and thrust ripple; fFEM represents the
finite element simulation model; Xopt represents the optimized design variables. The cross-section
structure and finite element model of the THCP-PMSLM are shown in Fig. 3.

 
Fig. 3. Cross-section and FEM simulation model of THCP-PMSLM

The 2D cross-section structure of the motor can be seen in Fig. 3, including key components
such as stator windings (red and blue parts), permanent magnets (pink parts) and iron core (gray
parts). The 2D structure of the motor provides a reference for the finite element modeling of the
3D motor and establishes a finite element mesh to improve the calculation accuracy. Based on the
finite element mesh, the magnetic flux of the FEM model is calculated as shown in Eq. (16).

Φtotal =
∑
i

Bi · Ai . (16)

In Eq. (16), Φtotal is the total magnetic flux through a specific region; i denotes the discrete
unit index in the finite element model; Bi denotes the magnetic induction at the i-th finite element
cell; and Bi denotes the area of the i-th finite element cell.
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3. Results

This section evaluates the practical application and performance of the proposed analytical
model and optimization method for the PMSLM with a trapezoidal Halbach alternating electrode
structure. A comprehensive evaluation was conducted on temperature field, thrust performance,
vibration noise, and economy through COMSOLMultiphysics simulation and Python data analysis.

3.1. Validation and performance evaluation of the PMSLMmodel with trapezoidal Halbach
alternating electrode structure
The proposed method aims to reduce thrust ripple and temperature fluctuations at the same time.

To verify the effectiveness of the PMSLM model, it is necessary to define the key specifications of
the PMSLM before simulation and experimental testing, as shown in Table 1.

Table 1. Main Specifications of PMSLM

Parameter Value/Materials/
Winding methods Unit

Rated power 5 kW
Rated voltage 380 V
Rated current 15 A
Rated thrust 200 N
Maximum thrust 350 N
Rated speed 2 m/s
Rated efficiency 92 %
Permanent magnet material NdFeB –
Coil type Lap winding –
Pole pitch 20 mm

Based on the above motor parameters, COMSOL Multiphysics 6.0 is used for finite element
simulation of the temperature field and thrust performance. The experimental data is processed and
visualized using Python 3.9 with the Matplotlib and Pandas libraries. The hardware environment
for computations included: Windows 11 operating system, the processor is Intel Core i7-12700H,
the clock speed is 2.7 GHz, the memory is 32 GB, and the graphics card is NVIDIA RTX 3060.
The experimental platform consisted of a Chroma 62006P-600-8 precision servo power supply
and a dynamic motor load testing platform. The Latin hypercube sampling method is used to
extract sample points in 3D space and the structural parameters of the sample points are obtained
as shown in Fig. 4.

Figure 4 shows three structural parameters: pole distance, permanent magnet width and
inclination angle of trapezoidal poles. Then, based on these three structural parameters, the average
thrust, thrust ripple ratio and thrust per unit volume of the initial sample point are calculated
through the ANSYS Maxwell electromagnetic simulation software. The specific contents of the
initial sample database are shown in Table 2.
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Permanent magnet width

Polar distance

Inclination angle of trapezoidal poles

Fig. 4. Schematic diagram of motor structure

Table 2. Initial sample database

Permanent
magnet width

(mm)

Pole distance
(mm)

Inclination angle
of trapezoidal

poles (°)

Average thrust
of the linear
motor (N)

Thrust ripple
ratio (%)

Thrust per unit
volume
(N/cm3)

14.50 18.90 24.75 44.15 36.52 2.35
11.25 20.25 35.20 47.65 32.18 2.05
15.18 17.75 22.40 42.80 37.85 2.35
12.75 19.20 33.85 49.30 29.12 2.01
13.50 17.40 30.50 46.10 34.75 1.90
... ... ... ... ... ...

10.95 18.15 40.55 65.20 16.45 2.10
14.10 16.95 29.85 45.35 35.22 1.95

To verify the performance of the THCP-PMSLM motor in controlling electromagnetic
resistance and generating stable thrust, it was applied in ANSYS Maxwell for electromagnetic
simulation and compared with the HCP-PMLSM and the DH-PMLSM. The results are shown
in Fig. 5. Figure 5(a) presents the electromagnetic resistance comparison curves. During the
motion within the 0–100 mm range, the THCP-PMSLM motor exhibited the smallest fluctuation
in electromagnetic resistance, remaining consistently within the range of [–2, 2] N. In contrast,
the HCP-PMLSM showed the largest resistance fluctuation, ranging between [–11, 11] N, while
the DH-PMLSM had a moderate resistance fluctuation, within the range of [–5, 5] N. Figure 5(b)
shows the electromagnetic thrust curves, where the thrust curve of the THCP-PMSLM was the
most stable, with a fluctuation range of [54, 80] N. The results demonstrate that the THCP-PMSLM
generates more stable thrust with higher accuracy.

To verify the adaptability of the proposed motor under different current excitations, current
excitations ranging from 1 A to 7 A were applied. The thrust fluctuation and average thrust
of the proposed motor were calculated and compared with those of the HSP-PMLSM and the
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Fig. 5. Comparison of electromagnetic resistance and thrust performance of various models: (a) comparison
of electromagnetic resistance; (b) comparison of electromagnetic thrust

MRP-PMLSM. Four repeated tests were conducted under the same conditions, and the results are
shown in Fig. 6. As seen in Fig. 6(a), the thrust fluctuation of the proposed method stabilized at
8.3%, which was 84.2% and 7.2% lower than that of HSP-PMLSM andMRP-PMLSM, respectively.
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Fig. 6. Comparison of thrust fluctuation and average thrust of each motor: (a) repeat experiment 1; (b) repeat
experiment 2; (c) repeat experiment 3; (d) repeat experiment 4



514 Jianglong Yan et al. Arch. Elect. Eng.

The average thrust of the proposed method was 69.3 N, 13.2% and 43.4% higher than HSP-PMLSM
and MRP-PMLSM, respectively. Overall, in the four repeated tests shown in Figs. 6(a), 6(b), 6(c),
and 6(d), the quantitative values of thrust fluctuation and average thrust for the three motors
exhibited no significant differences, with deviations within 5%. The results indicate that the
proposed motor demonstrates high adaptability and stability under different current excitations,
making it suitable for practical industrial applications.

3.2. Analysis of temperature and thrust fluctuation optimization based on the MPGA and
Kriging surrogate model
To validate the effectiveness of the EI criterion and the global search capability of the MPGA,

analyzed the co-optimization process of average thrust and thrust fluctuation. The results are
illustrated in Fig. 7. As shown in Fig. 7(a), the initial average thrust values were relatively low,
primarily ranging from 17 N to 50 N, indicating weak initial design performance. With the
optimization process, the added sample points gradually improved the average thrust. After 30
iterations, the thrust values stabilized around 70 N. Figure 7(b) highlights the initial large thrust
fluctuation, with values ranging from 30% to 65%, reflecting significant instability. The optimized
samples demonstrated a steady decline in fluctuation as iterations progressed, eventually reducing
to below 10%. These results indicate that the EI criterion significantly enhanced motor thrust
performance, stability, and reliability, proving the effectiveness of the optimization method.
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Fig. 7. Data analysis of average thrust and thrust fluctuation point process: (a) average thrust point;
(b) thrust fluctuation point

To evaluate the economic performance of the proposed motor, the utilization rate and number
of permanent magnets were used as evaluation indicators. Comparisons were made with the
VPP-PMLSM and the CCH-PMLSM. The results are shown in Fig. 8. Figure 8(a) demonstrates
that as the excitation current increases, the permanent magnet utilization rates of all motors
gradually improve. The utilization rate curve of the proposed method remains the highest, reaching
a maximum of 5.8 N/cm3, which is 3.4% and 27.5% higher than those of the VPP-PMLSM and
CCH-PMLSM, respectively. Figure 8(b) shows that the proposed method requires the least amount
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of permanent magnet material, which is only 0.9 times that of the VPP-PMLSM. The results
indicate that the proposed method has optimal economic performance, making it more valuable
for application in real industrial environments.
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Fig. 8. Economic comparison of various motors: (a) utilization rate of permanent magnets; (b) comparison of

electromagnetic resistance

To validate the vibration noise convergence and energy-saving performance of the motor
optimized by the proposed MPGA, a comparison was made with two other algorithms designed
to solve nonlinear and constrained optimization problems: the DPSO and the AMCO. Figure 9
displays the findings. In Fig. 9(a), it can be observed that as the number of iterations increases, the
objective function gradually converges. The proposed algorithm achieves the fastest convergence,
reaching 109 dB within 40 iterations. In contrast, DPSO and AMCO converge to 150 dB and
155 dB after 55 and 70 iterations, respectively. Figure 9(b) shows that the proposed method achieves
a near 25% energy-saving rate after just 22 iterations, which is 43.5% and 51.3% faster than DPSO
and AMCO, respectively. The results demonstrate that the proposed algorithm effectively reduces
motor vibration noise while significantly improving energy efficiency.

To further validate the effectiveness of the proposed analytical model, the data was input into
a finite element model for simulation comparison. The magnetic flux was calculated as shown in
Eq. (16) and the results are shown in Fig. 10. In Fig. 10(a), at the centerline of the air gap, the
radial air gap magnetic flux density waveforms obtained from the finite element simulation and
the analytical model overlap, with a difference of only 0.017%. In Fig. 10(b), at the surface of
the permanent magnet array, the radial air gap magnetic flux density waveforms from the finite
element method also closely match those from the analytical model, with a difference of 0.03%.
The consistency between the analytical model and the finite element model is mainly due to the
analytical model fully considering the motor’s structural parameters, material properties, and
boundary conditions during its construction. Additionally, the proposed optimization method helps
reduce calculation errors. The results indicate that the proposed method is highly feasible and
suitable for practical industrial applications.
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Fig. 9. Comparison of training conditions for various algorithms: (a) comparison of convergence of objective
functions; (b) comparison of energy saving rate
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(b)  Surface of the Permanent Magnet Array
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Fig. 10. Analysis of the actual application effect of the model: (a) centerline of the air gap; (b) surface of the

permanent magnet array

4. Discussion and conclusion

To address the significant limitations of PMSLMs in thrust fluctuation, electromagnetic noise,
and temperature rise control, and to improve the performance stability and adaptability of the
PMSLM system, this study proposes an improved method based on electromagnetic structure
optimization and temperature-coordinated control. By integrating the THCP-PMSLM model with
the MPGA algorithm, significant improvements were achieved in thrust stability, temperature
distribution uniformity, and system efficiency. Compared with the Halbach array optimization
method, the proposed method introduces a trapezoidal Halbach alternating electrode structure
design, significantly reducing thrust fluctuations and enhancing the system’s environmental
adaptability. When compared with GA-based optimization methods, the study employs an EI
criterion and MPGA for multi-objective optimization, achieving faster convergence and higher
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optimization accuracy. Although some studies have used composite coil optimization strategies
to improve motor performance, their high manufacturing cost limits practical application. In
contrast, the proposed method demonstrates cost-effective motor performance enhancements,
offering significant practical application value. Furthermore, while prior studies utilizing the
PSO algorithm for thrust and temperature optimization have suffered from local optima and poor
stability, the proposed method effectively overcomes these limitations through improved fitness
functions and temperature control strategies.

To tackle these issues, the study introduces an improved method combining novel electromag-
netic design and multi-objective optimization algorithms, achieving significant advancements in
thrust stability, temperature distribution uniformity, and system efficiency. The proposed method
integrates the THCP-PMSLM model with the MPGA algorithm for multi-objective optimization,
demonstrating superior performance in both theoretical analysis and experimental validation.
Results show that compared with DH-PMLSM and HCP-PMLSM, the proposed method achieves
minimal electromagnetic resistance fluctuation, consistently maintained within the range of
[–2, 2] N. Its thrust curve is the most stable, with a fluctuation range of [54, 80] N. Thrust
fluctuation is stabilized at 8.3%, which is 84.2% and 7.2% lower than the other two motor models,
with a variation of less than 5% across four repeated experiments. Optimization reduced thrust
fluctuation values from an initial range of 30%–65% to below 10%, while thrust values increased
from 17–50 N to approximately 70 N. The proposed method also achieves the highest permanent
magnet utilization rate, peaking at 5.8 N/cm3, 3.4% and 27.5% higher than VPP-PMLSM and
CCH-PMLSM, respectively. Furthermore, it uses the least number of permanent magnets, only
0.9 times that of VPP-PMLSM. The proposed method achieves a maximum energy-saving rate of
25%, converging 43.5% and 51.3% faster than the other two methods. Finite element simulation
results highly align with the radial air gap magnetic flux density waveforms of the analytical model.
Although the proposed method achieves significant progress in performance optimization, some
limitations remain. Its application performance under complex nonlinear conditions can be further
optimized in future studies. Enhancing the real-time capabilities and robustness of the algorithm
could improve the motor’s adaptability to real-world application environments.
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