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Lyapunov functional for a linear system
with two delays both retarded and neutral type

JÓZEF DUDA

The paper presents a method of determining of the Lyapunov quadratic functional for linear
time-invariant system with two delays both retarded and neutral type. The Lyapunov functional
is constructed for a given its time derivative which is calculated on the trajectory of the system
with two delays both retarded and neutral type. The presented method gives analytical formulas
for the coefficients of the Lyapunov functional.
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1. Introduction

Lyapunov quadratic functionals are used to test the stability of the systems, to com-
putation of the critical delay values for time delay systems, to computation of the expo-
nential estimates for the solutions of time delay systems, to calculation of the robustness
bounds for uncertain time delay systems, to calculation of a quadratic performance in-
dex of quality for the process of parametric optimization for time delay systems. We
construct the Lyapunov functionals for the systems with time delay with a given time
derivative. For the first time such Lyapunov functional was introduced by Repin [19] for
the case of retarded time delay linear systems with one delay. Repin [19] delivered also
the procedure for the designation of the coefficients of functional. The Lyapunov func-
tional, which was proposed by Repin, was used in [1] for the calculation of the value of
a quadratic performance index of quality in the process of parametric optimization for
systems with time delay of retarded type. In [2] the Repin’s method was extended to the
case of neutral type systems and in [3] to the case of linear time invariant system with two
lumped retarded type time delays. Infante and Castelan’s construction of the Lyapunov
functional, presented in [12], was based on a solution of a matrix differential-difference
equation on a finite time interval. This solution satisfies symmetry and boundary condi-
tions. In [18] Kharitonov and Zhabko extended results of Infante and Castelan [12] and
proposed a procedure of construction of quadratic functionals for linear retarded type de-
lay systems which could be used for the robust stability analysis of time delay systems.
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This functional was expressed by means of Lyapunov matrix which depended on the
fundamental matrix of time delay system. In [14] Kharitonov extended some basic re-
sults obtained for the case of retarded type time delay systems to the case of neutral type
time delay systems, and in [15] to the neutral type time delay systems with discrete and
distributed delay. In [16] Kharitonov and Hinrichsen used the Lyapunov matrix to derive
exponential estimates for the solutions of exponentially stable time delay systems. In
[17] Kharitonov and Plischke received necessary and sufficient conditions for the exis-
tence and uniqueness of the delay Lyapunov matrix for the case of retarded system with
one delay.

The numerical scheme for construction of the Lyapunov functionals has been pro-
posed in [6]. This method starts with the discretisation of the Lyapunov functional. The
scheme is based on linear matrix inequality (LMI) techniques. Fridman in [4] introduced
the Lyapunov-Krasovskii functionals for stability of linear retarded and neutral type sys-
tems with discrete and distributed delays which were based on equivalent descriptor
form of the original system and obtained delay-dependent and delay-independent condi-
tions in terms of LMI. Ivanescu et al. in [13] proceeded with the delay-depended stability
analysis for linear neutral systems, constructed the Lyapunov functional and derived suf-
ficient delay-dependent conditions in terms of linear matrix inequalities (LMIs). Han in
[8] obtained a delay-dependent stability criterion for neutral systems with time varying
discrete delay. This criterion was expressed in the form of LMI and was received using
the Lyapunov direct method. Han in [9] investigated the robust stability of uncertain neu-
tral systems with discrete and distributed delays, which has been based on the descriptor
model transformation and the decomposition technique, and formulated the stability cri-
teria in the form of LMIs. Han in [10] developed the discretized Lyapunov functional
approach to investigation of the stability of linear neutral systems with mixed neutral
and discrete delays. Stability criteria which are applicable to linear neutral systems with
both small and non-small discrete delays are formulated in the form of LMIs. Han in
[11] studied the problem of the stability of linear time delay systems both retarded and
neutral types using the discrete delay N-decomposition approach to derive some new
more general discrete delay dependent stability criteria. Gu and Liu in [7] investigated
the stability of coupled differential-functional equations using the discretized Lyapunov
functional method and delivered the stability condition in the form of LMI, suitable for
numerical computation.

This paper presents a method of determining of the Lyapunov functional for linear
dynamic system with two delays both retarded and neutral type time delay. The novelty
of the result lies in the extension of the Repin method to the system with two delays both
retarded and neutral type time delay. To the best of author’s knowledge, such extension
has not been reported in the literature. There is also presented an example illustrating
that method.
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2. Formulation of the problem

Let us consider the linear system with two delays both retarded and neutral type time
delay, which dynamics is described by equations





dx(t)
dt

−D
dxt(−τ)

dt
= A · x(t)+B · xt(−r)+C · xt(−τ)

x(t0) = x0 ∈ Rn

xt0 = Φ ∈W 1,2([−r,0),Rn)

(1)

r ­ τ­ 0; x(t) ∈ Rn; A,B,C,D ∈ Rn×n; rank D = n, xt ∈W 1,2([−r,0),Rn)
xt(θ) = x(t +θ), t ­ t0, θ ∈ [−r,0)

where W 1,2([−r,0),Rn) is a space of all absolutely continuous functions [−r,0) → Rn

with derivatives in L2([−r,0),Rn) a space of a Lebesgue square integrable functions on
interval [−r,0) with values in Rn.

We introduce a new variable y, defined by the formula

y(t) = x(t)−Dxt(−τ) for t ­ t0. (2)

Thus the equations (1) take the form of (3)




dy(t)
dt

= Ay(t)+Bxt(−r)+(C +D) xt(−τ)

y(t0) = y0

xt0 = φ ∈W 1,2([−r,0),Rn)
y(t) = x(t)−Dxt(−τ)

(3)

for t ­ t0 where y0 = x0−Dφ(−τ).
State of the system (3) is a vector

S(t) =

[
y(t)
xt

]
for t ­ t0. (4)

The state space is defined by the formula

X = Rn×W 1,2([−r,0),Rn). (5)

On the state space X we define a Lyapunov functional, positively defined, differentiable,
which derivative computed on the trajectory of the system (3) is negatively defined.
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V (S(t)) = yT (t) ·α · y(t)+
0∫

−r

yT (t) ·β(θ) · xt(θ)dθ+
0∫

−r

xT
t (θ) · γ(θ) · xt(θ)dθ

(6)

+
0∫

−r

0∫

θ

xT
t (θ) ·δ(θ,ξ) · xt(ξ)dξdθ,

α = αT ∈ Rn×n; β,γ ∈C1([−r,0],Rn×n); δ ∈C1(Ω,Rn×n)

Ω = {(θ,ξ) : θ ∈ [−r,0],ξ ∈ [θ,0]};γ(θ) = γT (θ)

C1 is a space of continuous functions with continuous derivative.

3. Designation of the coefficients of the functional (6)

We compute the derivative of the functional (6) on the trajectory of the system (3)
according to the formula

dV (S(t))
dt

= grad(V (S(t)) · dS(t)
dt

for t ­ t0. (7)

Derivative of the functional (6) calculated on the basis of the formula (7) is given by
formula

dV (S(t))
dt

= yT (t)[AT α+αA+
β(0)+βT (0)

2
+ γ(0)]y(t)

+yT (t)[2α(C +D)+β(0)D+2γ(0)D]xt(−τ)+ yT (t)[2αB−β(−r)]xt(−r)

−xT
t (−r)γ(−r)xt(−r)+

0∫

−r

yT (t)[AT β(θ)− dβ(θ)
dθ

+δT (θ,0)]xt(θ)dθ

+
0∫

−r

xT
t (−τ)[(C +D)T β(θ)+DT δT (θ,0)]xt(θ)dθ (8)

+
0∫

−r

xT
t (−r)[BT β(θ)−δ(−r,θ)]xt(θ)dθ

−
0∫

−r

xT
t (θ)

dγ(θ)
dθ

xt(θ)dθ−
0∫

−r

0∫

θ

xT
t (θ)[

∂δ(θ,ξ)
∂θ

+
∂δ(θ,ξ)

∂ξ
]xt(ξ)dξdθ t ­ t0.
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We identify the coefficients of the functional (6) assuming that the derivative (8) satisfies
the relationship

dV (S(t))
dt

=−yT (t)W y(t) for t ­ t0 (9)

where W ∈ Rn×n is symmetric positively defined matrix.
When the system (3) is asymptotically stable and the relationship (9) holds, one

can easily determine the value of a square indicator of the quality of the parametric
optimization, knowing the Lyapunov functional (6), because

J =
∞∫

t0

yT (t)W y(t)dt = V (S(t0)). (10)

From equation (8) and (9) we receive the system of equations

ATα+αA+
β(0)+βT (0)

2
+ γ(0) =−W (11)

2α(C +D)+β(0)D+2γ(0)D = 0 (12)

2αB−β(−r) = 0 (13)

γ(−r) = 0 (14)

AT β(θ)− dβ(θ)
dθ

+δT (θ,0) = 0 (15)

(C +D)T β(θ)+DT δT (θ,0) = 0 (16)

BT β(θ)−δ(−r,θ) = 0 (17)

dγ(θ)
dθ

= 0 (18)

∂δ(θ,ξ)
∂θ

+
∂δ(θ,ξ)

∂ξ
= 0 (19)

for θ ∈ [−r,0], ξ ∈ [θ,0].
From equation (14) and (18) results, that

γ(θ) = 0 for θ ∈ [−r,0]. (20)
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Then equations (11) and (12) take the form

AT α+αA+
β(0)+βT (0)

2
=−W, (21)

2α(C +D)+β(0)D = 0. (22)

From the equation (22) we receive β(0) and we put it into (21). After some calculations
we obtain the relationship

αG+GT α =−W (23)

where

G = A−CD−1− I. (24)

Matrix G should be negatively defined because matrix W is positively defined. From the
formula (23) we can obtain the matrix α.

Now we take into account the equations (15) and (16). From equation (16) we receive

δT (θ,0) = [−(CD−1)T − I] β(θ) for θ ∈ [−r,0] (25)

and put it into (15). After some calculations we have

dβ(θ)
dθ

= GT β(θ) for θ ∈ [−r,0] (26)

where matrix G is given by formula (24).
The solution of the differential equation (26) with the initial condition given by rela-

tion (13) is given by formula

β(θ) = exp(GT (θ+ r))β(−r) = 2exp(GT (θ+ r))αB θ ∈ [−r,0]. (27)

The solution of equation (19) is as below

δ(θ,ξ) = ϕ(θ−ξ) f or θ ∈ [−r,0] ξ ∈ [θ,0] (28)

where ϕ ∈ C1([−r,r],Rn×n), C1 is a space of continuous functions with continuous
derivative.

The relation (17) takes the form of

BT β(θ)−ϕ(−r−θ) = 0 for θ ∈ [−r,0]. (29)

Hence

ϕ(θ) = BT β(−r−θ) for θ ∈ [−r,0]. (30)
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Taking into account the formula (30) we receive

δ(θ,ξ) = BT β(ξ−θ− r) for θ ∈ [−r,0], ξ ∈ [θ,0]. (31)

In this way we obtained all parameters of the Lyapunov functional (6).

4. The example

Let us consider the system described by equation





dx(t)
dt

−d
dx(t− τ)

dt
= ax(t)+bx(t− r)+ cx(t− τ)

x(t0) = x0 ∈ R
xt 0 = Φ ∈W 1,2([−r, 0),R)

(32)

t ­ t0; x(t) ∈ R; xt ∈W 1,2([−r, 0),R); xt(θ) = x(t +θ); a,b,c,d ∈ R; d 6= 0; r ­ τ­ 0.

We introduce the new variable y

y(t) = x(t)−dx(t− τ). (33)

Now the equation (32) takes the form of





dy(t)
dt

= ay(t)+bx(t− r)+(c+d)x(t− τ)

y(t0) = x0−dφ(−τ)
xt0 = φ ∈W 1,2([−r,0),R)

(34)

t ­ t0;y(t) ∈ R;xt ∈W 1,2([−r,0),R);a,b,c,d ∈ R;d 6= 0;r ­ τ­ 0

The Lyapunov functional is defined by the formula

V (S(t)) = α · y2(t)+
0∫

−r

y(t) ·β(θ) · xt(θ)dθ+
0∫

−r

γ(θ) · x2
t (θ)dθ

(35)

+
0∫

−r

0∫

θ

xt(θ) ·δ(θ,ξ) · xt(ξ)dξdθ.

We obtain coefficients of the functional (35) as below.
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According to the equation (20)

γ(θ) = 0 for θ ∈ [−r,0]. (36)

The equations (23) and (24) take the form

2gα =−w, (37)

g = a− c/d−1. (38)

where w > 0 and g < 0.
It is because the Lyapunov functional is positively defined and its derivative on the

trajectory of the system (32) is negatively defined. From equation (35) we obtain

α =− w
2g

. (39)

According to the equation (27)

β(θ) =−wb
g

exp(g(θ+ r)) for θ ∈ [−r,0]. (40)

From the formula (31) we obtain

δ(θ,ξ) = bβ(ξ−θ− r) =−wb2

g
exp(g(ξ−θ)). (41)

5. Conclusions

The paper presents the procedure of determining of the coefficients of the Lyapunov
functional given by the formula (6) for the linear system with two delays both retarded
and neutral type time delay, described by equation (1). This paper extends the method
presented by Repin to the systems with two delays both retarded and neutral type time
delay. Presented method allows achieving the analytical formula on the factors occurring
in the Lyapunov functional, which can be used to examine the stability and in the process
of the parametric optimization to designate the square index of the quality given by the
formula (10).

References

[1] J. DUDA: Parametric optimization problem for systems with time delay. PhD the-
sis, AGH University of Science and Technology, Krakow, Poland, 1986.



LYAPUNOV FUNCTIONAL FOR A LINEAR SYSTEM WITH TWO DELAYS 97

[2] J. DUDA: Parametric optimization of neutral linear system with respect to the gen-
eral quadratic performance index. Archiwum Automatyki i Telemechaniki, 33
(1988), 448-456.

[3] J. DUDA: Lyapunov functional for a linear system with two delays. Control and
Cybernetics, (2009), in press.

[4] E. FRIDMAN: New Lyapunov-Krasovskii functionals for stability of linear retarded
and neutral type systems. Systems & Control Letters, 43 (2001), 309-319.

[5] H. GÓRECKI, S. FUKSA, P. GRABOWSKI and A. KORYTOWSKI: Analysis and
synthesis of time delay systems. John Wiley & Sons, Chichester, New York, Bris-
bane, Toronto, Singapore, (1989).

[6] K. GU: Discretized LMI set in the stability problem of linear time delay systems.
Int. J. of Control, 68 (1997), 923-934.

[7] K. GU and Y. LIU: Lyapunov-Krasovskii functional for uniform stability of cou-
pled differential-functional equations. Automatica, 45 (2009), 798-804.

[8] Q.L. HAN: On robust stability of neutral systems with time-varying discrete delay
and norm-bounded uncertainty. Automatica, 40 (2004), 1087-1092.

[9] Q.L. HAN: A descriptor system approach to robust stability of uncertain neutral
systems with discrete and distributed delays. Automatica, 40 (2004), 1791-1796.

[10] Q.L. HAN: On stability of linear neutral systems with mixed time delays: A dis-
cretised Lyapunov functional approach. Automatica, 41 (2005), 1209-1218.

[11] Q.L. HAN: Discrete delay decomposition approach to stability of linear retarded
and neutral system. Automatica, 45 (2009), 517-524.

[12] E.F. INFANTE and W.B. CASTELAN: A Liapunov functional for a matrix
difference-differential equation. J. Differential Equations, 29 (1978), 439-451.

[13] D. IVANESCU, S.I. NICULESCU, L. DUGARD, J.M. DION, and E.I. VERRIEST:
On delay-dependent stability for linear neutral systems. Automatica, 39 (2003),
255-261.

[14] V.L. KHARITONOV: Lyapunov functionals and Lyapunov matrices for neutral type
time delay systems: a single delay case. Int. J. of Control, 78 (2005), 783-800.

[15] V.L. KHARITONOV: Lyapunov matrices for a class of neutral type time delay sys-
tems. Int. J. of Control, 81 (2008), 883-893.

[16] V.L. KHARITONOV and D. HINRICHSEN: Exponential estimates for time delay
systems. Systems & Control Letters, 53 (2004), 395-405.



98 J. DUDA

[17] V.L. KHARITONOV and E. PLISCHKE: Lyapunov matrices for time-delay systems.
Systems & Control Letters, 55 (2006), 697-706.

[18] V.L. KHARITONOV and A.P. ZHABKO: Lyapunov-Krasovskii approach to the ro-
bust stability analysis of time-delay systems. Automatica, 39 (2003), 15-20.

[19] YU. M. REPIN: Quadratic Lyapunov functionals for systems with delay. Prikl.
Mat. Mekh., 29 (1965), 564-566.




