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Abstract: This paper discusses recently introduced kind of linguistically motivated restriction placed
on tree-controlled grammars—context-free grammars with some root-to-leaf paths in their derivation trees
restricted by a control language. We deal with restrictions placed on n ≥ 1 paths controlled by a deter-
ministic context–free language, and we recall several basic properties of such a rewriting system. Then,
we study the possibilities of corresponding parsing methods working in polynomial time and demonstrate
that some non-context-free languages can be generated by this regulated rewriting model. Furthermore, we
illustrate the syntax analysis of LL grammars with controlled paths. Finally, we briefly discuss how to base
parsing methods on bottom-up syntax–analysis.
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1. Introduction

The investigation of context-free grammars with restricted derivation trees repre-
sents an important trend in today’s formal language theory (see [3], [6], [10], [11], [12],
[13] and [15]). In essence, these grammars generate their languages just like ordinary
context-free grammars do, but their derivation trees have to satisfy some simple pre-
scribed conditions. The present paper continues with the investigation of these gram-
mars.

The idea of restrictions placed on the derivation trees of context-free grammars is
introduced in [3], and the resulting grammars restricted in this way are referred to as tree-
controlled grammars. In essence, the notion of a tree-controlled grammar is defined as
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follows: take a context-free grammar G and a regular language R. A string w generated
by G belongs to the language defined by G and R only if there is derivation tree t for w
in G such that all levels (except the last one) of t are described by R.

Next, we give an overview of the basic results concerning tree-controlled grammars.
Based on the original definition of a tree-controlled grammar, the modifications,

where many well-known types of both controlled grammars and control languages are
considered, are studied in [15].

Since tree-controlled grammars generate the class of languages equal to the class of
recursively enumerable languages, the question arises whether it is possible to achieve
generative power of tree-controlled grammars when the levels in their derivation trees
are restricted by sub-regular control languages. This problem is studied in [6], where
many types of sub-regular languages are considered.

A new type of restriction in a derivation are studied in [12], where a context-free
grammar G and a context-free language R are considered. A string w generated by
G belongs to the language defined by G and R only if there is derivation tree t for w
in G such that there exists a path of t described by R. Based on this restriction, the
authors of [12] introduce path-controlled grammars and study several properties of this
model. As it is stated in the final remarks, there are many open problems. Some of
them are studied in [13] but still many modifications remain unsolved. Based on the
non-emptiness problem for the intersection of two languages, in [13] the polynomial
recognizability is stated. However, in [13], parsing methods based on the languages
generated by path-controlled grammars is not solved at all.

As a generalization of path-controlled grammars, [10] introduces several variants of
this rewriting model where not just one, but given number of paths in derivation trees of
context-free grammars have to be described by a control language. That is, [10] deals
with a generalization of path-controlled grammars (G,R), where a string w generated
by G belongs to the language defined by G and R only if there is derivation tree t for
w in G such that there exist given n paths of t described by a linear language R, where
n ≥ 1. Such a rewriting system is referred to as n-path tree-controlled grammar. As
it is demonstrated in Section 4, this generalized rewriting system can generate some
languages not captured in the rewriting system introduced in [12]. Then, based on the
common part of all restricted paths of the derivation trees of context-free grammars, [10]
introduces several modifications and state pumping properties of some of them. The
possibilities of parsing methods working in polynomial time for n-path tree-controlled
languages are briefly studied in [9].

The motivation to study the path-based restrictions in more detail is not purely the-
oretical. Indeed, the motivation is based on the observation that many of the languages
commonly used in the practise, including programming and natural languages, are not
context-free (see [7], [8], [17], [18], and [20]). Parsing based upon non-context-free
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grammars represents an alternative approach to capturing context-sensitive dependen-
cies, which are normally handled within the semantic analysis. Simply put, the paper
shows that some common tasks performed within semantic analysis can be passed to syn-
tax analysis and, thereby, reduce the work executed by semantic analysis if it is desirable.
Indeed, parsers are typically generated automatically based on the grammar’s specifica-
tion and thus, semantic actions that allow to analyse non-context-free languages have to
be added manually. For this reason, it is more convenient to capture context-sensitive
dependencies already in the grammar’s specification. Moreover, strict definition of the
restrictions placed on a grammar instead of semantic actions allows stating several fun-
damental language-family-characterizing properties and their formal proving.

Generating non-context-free languages by more powerful grammars (i.e. context-
sensitive grammars where the left hand sides of rewriting rules contain one or more
nonterminals) actually leads to several fundamental problems that make their practical
usage problematic—namely, it is hard to describe the derivation by graph structure, many
problems are undecidable, etc. There are other approaches for extension of generative
power of context-free grammars which preserve context-free nature of production rules.
However, they achieve higher generative power by constraints on the derivation process
(i.e. matrix grammars where in a derivation step a fixed number of context-free rules are
required to be applied in a given order—this provides synchronization among different
parts of a sentential form and many non-context-free languages can be generated in this
way).

Thus, our goal is a formalism that

• generates non-context-free languages (namely those used in linguistics, e.g.
akbkck, akblakbl, for k, l ≥ 1, etc.) and

• is practically usable (like context-free grammars for which sophisticated parsing
methods working in polynomial time has been developed).

Thus, in this paper, we study parsing methods for n-path tree-controlled grammars.
In short, the derivations in context-free grammars can be seen in the notions of graph

theory–that is, by derivation trees. From this viewpoint, the derivation starts in the root of
a tree (which corresponds to the starting symbol of a grammar), continues by sequential
application of context-free rules, and ends in leafs of a tree (which corresponds to the
terminals of a grammar) without considering any context. From this rough idea, it can
be easily seen that during the derivation in a context-free grammar, the paths of the
corresponding derivation tree are formed. The paths of the derivation tree have several
well-known properties (see [1])–namely, all paths start in the common node (the root)
and each of them ends in different node (i.e. leafs). Considering two different paths,
there is a node in which both paths split. Taking this into account, we can manage some
context information during the derivations in context-free grammars. More precisely, the
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common part of all restricted paths can form the original part of each individual path.
In this way, a context information can be distributed through different branches of the
derivation tree. Roughly speaking, we can say that the branches of the derivation tree
communicate through their common nodes. However, the derivation tree is constructed
as in the context-free case – that is, each branch of a tree can be constructed individually
regardless of the other branches.

Section 4 demonstrates context information obtained by the restriction placed on the
paths increases the generative power of this regulated rewriting system such that some
of non-context-free languages used in the linguistics can be specified. Thus we use
context-free grammar with its well-known parsing methods and we restrict some root-
to-leaf paths in corresponding derivation trees. As a result, we can generate some of
typically non-context-free languages.

The idea of recognition of the strings generated by path-controlled grammars is in-
troduced in [12], where it is demonstrated that path-controlled languages (with just one
restricted path) can be recognized in polynomial time. More detailed discussion concern-
ing polynomial recognition of path-controlled languages can be found in [13] where the
membership problem is reduced to the non-emptiness problem of the intersection of two
languages. In the paper it is demonstrated that membership problem for path-controlled
languages is decidable in polynomial time.

However, for the vast majority of practical applications, it is essential to find not
only whether or not given string belongs to the language of given grammar, but also
how given grammar can generate it – that is, which rules the grammar has to use and
in which order. Moreover, the method presented in [13] cannot be straightforwardly
modified for the model with n ≥ 2 controlled paths since it would lead to the question
if such intersection contains at least n elements which is much more difficult problem
than non-emptiness; however, the problem for n = 1 controlled paths corresponds to the
method introduced in [13].

Thus, in this paper, after recalling the restrictions placed on n ≥ 1 paths in the
derivation trees of context-free grammars, we introduce LL (see [19]) restriction and
we present the ideas how to parse generated language family (not only how to decide
membership problem). Essentially, we discuss the following problem: Can we decide
whether a string is recognized by n-path tree-controlled grammar in polynomial time,
for n ≥ 1?

In Section 2, we introduce the terminology needed. In Section 3, based on path-
controlled grammars, we recall the generalization of path-controlled grammars–n-path
tree-controlled grammars. As the main result of this paper, Section 5 discusses whether
or not it is possible to parse n-path tree-controlled languages in polynomial time. In
the conclusion, we formulate some open problems in the investigation of grammars with
restricted paths and the parsing methods of the languages they generate.
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2. Preliminaries

This paper assumes that the reader is familiar with the graph theory (see [1]) and
the theory of formal languages (see [14]), including the theory of regulated rewriting
(see [5]). In this section, we introduce the terminology and the definitions needed in
the sequel.

For an alphabet V , V ∗ denotes the letter monoid (generated by V under the operation
concatenation), ε is the unit of V ∗, and V + = V ∗ − {ε}. For string x ∈ V ∗, |x| denotes
the length of x and reversal(x) the mirror image of x. Let x, y ∈ V ∗; x is substring of
y if there are two strings z, z′ ∈ V ∗ with zxz′ = y. Every subset L ⊆ V ∗ is a language
over V .

A context-free grammar is a quadruple G = (V, T, P, S) where V is a total alphabet,
T ⊆ V is a terminal alphabet, P is a finite set of rules of the form p : A → x where p is
unique label of a rule, A ∈ V − T , x ∈ V ∗, and S ∈ V − T is the starting symbol. Let
N = V − T denote the set of nonterminals in G. A grammar G = (V, T, P, S) is linear
if and only if all its rules have at most one nonterminal on the right-hand side.

A derivation step in G is defined for u, v ∈ V ∗ and p : A → x ∈ P as
uAv ⇒ uxv [p]. In the standard manner, we introduce the relations ⇒i, ⇒+, and
⇒∗ (see [14]). The language of context-free grammar and linear grammar, G, is
called context-free language and linear language, respectively, and it is defined as
L(G) = {x ∈ T ∗ : S ⇒∗ x}. The family of linear languages and context-free
languages is denoted by LIN and CF, respectively.

Let G = (V, T, P, S) be a context-free grammar. If there exists x ∈ L(G) with more
than one derivation tree, then G is ambiguous; otherwise, G is unambiguous. If for all
x ∈ L(G) there is at most m derivation trees, then G is m-ambiguous, for some m ≥ 1.
A context-free language L is inherently ambiguous if L is generated by no unambiguous
grammar.

Let G = (V, T, P, S) be a context-free grammar and x ∈ T ∗. A sequence of nodes
obtained by concatenating the labels of all leafs of a derivation tree is called frontier.
Let G4(x) denote the set of the derivation trees with frontier x in G. Let t ∈G4(x).
A path of t is any sequence of the nodes with the first node equals to the root of t, the
last node equals to a leaf of t, and there is an edge in t between each two consecutive
nodes of the sequence. Let s be any sequence of the nodes of t. Then word(s) denotes
the string obtained by concatenation of all labels of the nodes of s in order from left to
right.

A pushdown automaton is a septuple M = (Q,Σ, Γ, δ, q0, Z0, ∅), where Q is a finite
set of states, Σ is an input alphabet, q0 ∈ Q is the initial state, Γ is a pushdown alphabet,
δ is a finite set of rules of the form Zqa → γp, where p, q ∈ Q, Z ∈ Γ, a ∈ Σ ∪ {ε},
γ ∈ Γ∗ and Z0 ∈ Γ is the initial pushdown symbol.
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A configuration of M is any string from Γ∗QΣ∗. For any configuration xAqay,
where x ∈ Γ∗, y ∈ Σ∗, q ∈ Q and any Aqa → γp ∈ δ, M makes a move
from configuration xAqay to configuration xγpy according to Aqa → γp, written as
xAqay ` xγpy [Aqa → γp], or, simply, xAqay ` xγpy. Let `∗ and `+ denote
transitive-reflexive and transitive closure of `, respectively. The language of M is de-
fined as L(M) = {w ∈ Σ∗ : Z0q0w `∗ f and f ∈ Q}.

3. Definitions

In this section, as the subject of investigation in this paper, we recall the derivation-
based generalization of tree-controlled grammars based on n-path restriction.

A tree-controlled grammar, TC grammar for short, is a pair (G,R), where
G = (V, T, P, S) is a context-free grammar and R ⊆ V ∗ is a control language over
V . The language that (G,R) generates under the n-path control by R, n ≥ 1, is de-
noted by n−pathL(G,R) and it is defined by the following equivalence:

For all x ∈ T ∗, x ∈n−pathL(G, R) if and only if there exists derivation tree
t ∈ G4(x) such that there is a set Qt of n paths of t such that for each p ∈ Qt,
word(p) ∈ R. Set n-path-TC = {n−pathL(G,R)|(G,R) is a TC grammar}. Here-
after, TC grammars that generate the language under the n-path control are referred to
as n-path TC grammars.

For each context-free grammar G, there is a regular language which describes all
paths in a derivation tree of a string w in G (see Prop. 1 in [12]). Since for each context-
free grammar G, there is no regular control language that increases the generative power
of G with R controling the paths (see Prop 1. and Prop. 2 in [12]), we investigate TC
grammar with non-regular control language. On the other hand, as it is demonstrated in
Section 4, linear language used to controll the paths in the derivation trees of context-free
grammars is strong-enough mechanism to increase the generative power of context-free
grammars. Thus, we study n-path TC grammars with linear control languages in the rest
of this paper. Therefore, in what it follows, for a TC grammar (G,R), we consider R as
a linear language.

4. Examples

In this section, we demonstrate two non-context-free languages that belong to n-
path-TC. The languages are first introduced for selected n ≥ 1, and after that, they are
presented in a general case. The specific examples for higher values of n tends to be
excessively long and they are left to the reader.
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Fig. 1: Illustration of the derivations of a3b3c3d3e3f3 with two paths of the form SiXiUb ∪ SiY iV d, where i ≥ 1,
in Example 1 (left) and (a2cdb2)

4 with three paths of the form ArBsCtDuHuGtF sErIa, where r, s, t, u ≥ 1, in
Example 3 (right).

Example 1 Consider the TC grammar that generates n − pathL(G,R) and n = 2,
where

G = ({S,X, Y, U, V, a, b, c, d, e, f}, {a, b, c, d, e, f}, P, S),
P = {S → aSf, S → aXY f, X → bXc, Y → dY e,

X → U, U → bc, Y → V, V → de},
R = {SiXiUb ∪ SiY iV d| i ≥ 1},
2−pathL(G,R) = {ajbjcjdjejf j | j ≥ 1}.

Clearly, 2−pathL(G,R) /∈ CF. The left-hand part of Figure 1 illustrates the derivation
tree for the derivation S ⇒∗ a3b3c3c3d3e3f3 in (G,R). Clearly, there are two paths
described by the strings S3X3Ub and S3Y 3V d from R.

Example 2 Let (G,R) be a TC grammar that generates n−pathL(G, R), n ≥ 1, where

G = ({S} ∪ {Ai, Bi| 1 ≤ i ≤ n} ∪ {ai| 1 ≤ i ≤ 2n + 2},
{ai| 1 ≤ i ≤ 2n + 2}, P, S),

P ={S → a1Sa2n+2, S → a1A1A2 . . . Ana2n+2}∪
{Ai+1 → a2i+2Ai+1a2i+3, Ai+1 → Bi+1,
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Bi+1 → a2i+2a2i+3| 0 ≤ i ≤ n− 1},
R =

⋃n
i=1{SkAk

i Bia2i| k ≥ 1}.

Clearly, R ∈ LIN. Consider a derivation in (G,R):

S⇒k ak
1Sak

2n+2

⇒ ak
1a1A1A2 . . . Ana2n+2a

k
2n+2

⇒n·k ak+1
1 ak

2B1a
k
3 . . . ak

2nBnak
2n+1a

k+1
2n+2

⇒n ak+1
1 ak+1

2 ak+1
3 . . . ak+1

2n ak+1
2n+1a

k+1
2n+2

Clearly, n ≥ 1 paths are described by R and in this way, (G,R) generates
n−pathL(G,R) = {ak

1 . . . ak
2n+2| k ≥ 1} /∈ CF.

Example 3 Consider the TC grammar (G,R) with n−pathL(G,R), for n = 3, where

G = ({A,B, C,D, E, F,G, H, I, a, b, c, d}, {a, b, c, d}, P,A),
P = {A → aA, A → aB, B → Bb, B → C,

C → cC, C → D, D → Dd, D → HHH,
E → Ea, E → I, F → bF, F → E,
G → Gc, G → F, H → dH, H → G, I → a},

R = {ArBsCtDuHuGtF sErIa| r, s, t, u ≥ 0},
3−pathL(G,R) = {(arctdubs)4| r > 0, s, t, u ≥ 0}.

Clearly, 3−pathL(G,R) /∈ CF. The right-hand part of Figure 1 illustrates the derivation
tree for the derivation S ⇒∗ (a2cdb2)4 in (G,R). Clearly, there are three paths described
by A2B3C2D2H2G2F 3E2Ia from R.

Example 4 Let m ≥ 0 with even m. Let (G,R) be a TC grammar that generates
n−pathL(G,R), n ≥ 1, where

G = ({Aj , Bj , aj | 1 ≤ j ≤ m} ∪ {C}, {aj | 1 ≤ j ≤ m}, P,A1),
P ={A1 → a1A1, A1 → a1A2, B1 → B1a1, B1 → C, C → a1}∪

{Am → Amam,Am → {Bm}n}∪
{Ai → Aiai, Ai → Ai+1| 2 ≤ i ≤ m− 1 with even i}∪
{Ai → aiAi, Ai → Ai+1| 3 ≤ i ≤ m− 1 with odd i}∪
{Bi → aiBi, Bi → Bi−1| 2 ≤ i ≤ m with even i}∪
{Bi → Biai, Bi → Bi−1| 3 ≤ i ≤ m with odd i},

R = {Ak1
1 Ak2

2 . . . Akm
m Bkm

m B
km−1

m−1 . . . Bk2
2 Bk1

1 Ca1| ki ≥ 0, 1 ≤ i ≤ m}.

Clearly, R ∈ LIN. Observe that n ≥ 1 paths are described by R and

n−pathL(G,R) = {(ak1+1
1 ak3

3 . . . a
km−1

m−1 am
ma

km−2

m−2 a
km−4

m−4 . . . ak2
2 )n+1

| ki ≥ 0, 1 ≤ i ≤ m} /∈ CF.

The details of a derivation in this general case is left to the reader.
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5. Syntax analysis of n-path-TC

As it is demonstrated above, some typical non-context-free languages belong to
n-path-TC. Thus it is natural and indisputably important for practical use to study
the parsing methods possibilities for this language family. The first and most important
requirement on parsing is polynomial parsability.

Theorem 1 For TC grammar (G,R) where G is unambiguous context-free grammar
and R is linear control language, the membership x ∈n−pathL(G,R), n ≥ 1, is decid-
able in O(|x|k), for some k ≥ 0.

Proof. For some n ≥ 1, let n−pathL(G,R) be the language of a TC grammar (G,R)
in which G is unambiguous. We assume R is generated by some unambiguous linear
grammar. Since G is unambiguous, it is well-known that we can decide whether x ∈
L(G), or not, in O(|x|2)–that is, we distinguish two cases: (1) x /∈ L(G) and (2) x ∈
L(G).

• Clearly, if x /∈ L(G), then x /∈n−path L(G,R).

• If x ∈ L(G), then, since G is unambiguous, we can construct unique derivation
tree t of x ∈ L(G) in O(|x|2). Since each path of t ends in a leaf, t contains
|x| paths. Clearly, the height of t is polynomially bounded by some l ≥ 2 with
respect to |x|. Thus, for any x ∈ L(G), the length of each path p of t and therefore
also |word(p)| are bounded by l. Because R is unambiguous and |word(p)| ≤ l
for each p ∈ Qt, it is well-known that we can decide if word(p) ∈ L(R) in
polynomial time. If for at least n paths, p1, p2, . . . , pn, of derivation tree of x in
G, word(pi) ∈ R holds for i ∈ 1, 2, . . . , n, then x ∈n−pathL(G,R). Hence, the
membership problem is decidable in polynomial time.

As straightforwardly follows from above, the proposed way to solve membership
problem leads to a parsing method working, in essence, in two phases:

1. construction of derivation tree t of x in G by top-down parsing method,

2. checking that at least n ≥ 1 paths of t belong to R.

From the practical viewpoint, the situation may occur in which during the phase 1 above
we already know that currently constructed derivation tree cannot contain the required
number of paths described by the strings from R—informally, we do not have to wait
with starting the phase 2 until the phase 1 is completely done (until t is completely
constructed).
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5.1. Top-Down Parsing of n-path-TC

For some n ≥ 1, let n−pathL(G,R) be the language of a TC grammar (G,R) where
G = (V, T, P, S) is an unambiguous context-free grammar. We assume that R is gen-
erated by unambiguous context–free grammar GR = (VR, V, PR, SR). Adjust the idea
behind Theorem 1 as follows.

We construct labelled derivation tree with the set of labels Ψ = {0, 1} and the fol-
lowing semantics. Let p be a path of derivation tree t in G and e be an edge between any
two consecutive nodes of p. Then, label 0 ∈ Ψ of any e of p represents p is not described
by R—that is, word(p) /∈ R. Label 1 ∈ Ψ of all e of p represents p can potentially be
described by R.

Consider that for the decision if x ∈ L(G), we use well-known top-down parsing
method to construct derivation tree t of x in G—that is, started from S, we construct
derivation tree t according to the rules of G such that the frontier of t is equal to x (for
more details, see [14]).

Let us suppose that a rule r : A → A1A2 . . . Aj ∈ P , j ≥ 1, is used in the derivation
step X ⇒ Y , X,Y ∈ V ∗ in G. In addition, we need to determine the value of the labels
of the edges between A and each Aj , for j = 1, 2, . . . , n, related to the application of r.
Let t′ be a derivation tree that corresponds to the derivation S ⇒∗ w1A1A2 . . . Ajw2 in
G, for some w1, w2 ∈ V ∗. Essentially, t′ is a sub-tree of t. Clearly, each path of t′ is the
beginning part of at least one path in t. Next, we distinguish the following cases:

• If all the edges of t′ are labelled, we can proceed to next derivation step in G.

• If some of the edges in t′ are not labelled, we need to compute the values of
missing labels.

For each unlabelled edge e of path p′ in t′, we check whether GR can generate the
string of the form word(p′)w with w ∈ (VR − V )∗T ∪ {ε}. Since |word(p′)| is finite,
we can check it in polynomial time. If so, we add label 1 ∈ Ψ to edge e; otherwise, we
add label 0 ∈ Ψ to edge e. Note that this phase can be optimized in such a way that we
do the test whether GR can generate word(p′)w with w ∈ (VR − V )∗T ∪ {ε} symbol-
by-symbol during the generation of word(p′) in GR. The details of this optimization
represents a straightforward task which is left to the reader.

Next, we distinguish the following cases:

• If t′ contains no leaf with input edge labelled by 1, then x /∈ n−pathL(G,R).

• If t′ contains at least one leaf labelled by symbol of V − T , we proceed to next
derivation step in G.

• If all the leafs of t′ are labelled by the symbols of T and for at least n of the leafs
of t, there is an edge labelled by 1, then x ∈n−pathL(G,R).
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a b c d e k $
S 1 1 1
A 2 3 4
B 5 6

Table 1. LL table for grammar G from Example 5.

Thus, it is possible to check whether the paths of derivation tree t of LL context-
free grammar can potentially be described by given unambiguous context–free language
already during the building of t by LL parser.

The following example explains the syntax analysis in more detail.

Example 5 Consider n−pathL(G,R) where G = ({S, A, B, a, b, c, d, e, k},
{a, b, c, d, e, k}, P , S) with P = {1 : S → AA, 2 : A → aAd, 3 : A → bBc,
4 : A → e, 5 : B → bBc, 6 : B → k} and R = {SAmBm−1k| m ≥ 1}. Obviously,
L(G) = {ai(bjkcj + e)dias(btkct + e)ds| i, j, t, s ≥ 0}. Clearly, 1−pathL(G,R) =
L(G) with i = j or s = t, and 2−pathL(G,R) = L(G) with i = j = s = t. The
LL table for G is constructed by well-known algorithm (see [19]) and it is presented in
Table 1.

The syntax analyser uses two pushdown automata and a list of 3-tuples contain-
ing state of the second automaton, contents of its pusdown, and a pointer to the first-
automaton’s pushdown. The first pushdown automaton simulates the construction of
derivation tree by the LL table in the well-known way.

• If the top-most symbol on the pushdown is a non-terminal A, the first input sym-
bol is a, and there is a rule A → x on position [A, a] in the LL table, then the
automaton rewrites A on the pushdown by reversal(x) (expansion step).

• If a on the pushdown’s top is a terminal and a is the first input symbol, the au-
tomaton reads a from the input and removes a from the pushdown (comparation
step).

• Other cases represent a syntax error.

Let us return to the example and consider input string abkcdaed. In the beginning,
the top-most symbol on the pushdown of the first automaton is S. Since a is the first input
symbol and there is rule 1 on the position [S, a] in the table, the automaton rewrites S
by AA on its pushdown.

During this computation, the second automaton is parsing the potentially valid paths
in the derivation tree. At the beginning, the list contains one item (q0, Ŝ, 1) where 1
represents the first position on the first-automaton’s pushdown from the bottom and Ŝ
is the start pushdown symbol of the second automaton. If the first automaton makes a
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computation step with symbol a on the pushdown’s top and there is a tuple (q, α, p) in
the list where p is the pointer to the symbol, the second automaton places α onto its
pushdown, automaton moves to q and it makes steps for a as the first input symbol until
it does not need next input symbol. For example, after the expansion from S to AA, the
second automaton finds list-item (q0, Ŝ, 1) and it moves to state q0 and places Ŝ onto the
pushdown.

Then, it simulates step Ŝq0S ` βq where Ŝq0S → βq is a transition rule of the
second automaton. If a = A was a non-terminal and first automaton made expansion
by rule A → x, then the syntax analyser removes the used list-item and if the second
automaton did not reject input, then there are l tuples (q, β, i) inserted into the list, for
all i = t + 1, . . . , t + l with l = |x|, top-most-symbol-position t before the expansion,
and β as the current content of the pushdown. Otherwise, for a as a terminal symbol,
the comparison is done. If the second automaton accepts, the pointer of the used tuple
is rewrited to 0 where 0 denotes accepted path. Assuming that it does not accept with a
terminal a, the tuple is removed from the list.

Consider input string abkcdaed again. For some definition of the second automaton,
the syntax analysis proceeds as it is given in Table 2.

As it can be seen, only one item with 0 in the last component remains in the list—
that is, there is one path belonging to the control language. If we require that n ≥ 2
paths are described by the control language, the input string is not accepted.

5.2. Bottom-Up Parsing of n-path-TC

Section 5.1 deals in principle with top-down parsing method (LL parser) and its
weakness is the assumption that a context-free grammar is unambiguous. Moreover, the
method demonstrated in Example 5 assumes that the grammar is LL. Essentially, the
same idea is applicable also on bottom-up parsing methods which can handle a larger
range of the languages. Therefore, we briefly discuss the ideas of parsing methods for
n-path-TC in terms of LR parsing.

One of the advantages of bottom-up parsers (e.g. LR parser) is that we do not need to
require that in TC grammar (G,R), G is LL grammar. On the other hand, concerning the
bottom-up parsing, we have to deal with the ambiguity. However, it is well-known that
the question whether a context-free grammar is or is not ambiguous is undecidable, since
this problem can be reduced to the Post Correspondence Problem which is undecidable
(see [16]).

It is also well-known that for some ambiguous context-free grammars, there exists
equivalent context-free grammar which is unambiguous. The ambiguity of a context-
free grammar can be restricted basically by removing the chain rules (i.e. rules of the
form A → B, A,B ∈ V − T ). We assume that a context-free grammar contains only
usable rules–that is, only those rules, which can be used during the derivation. Clearly, if
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1. PDA 2.PDA Pointer Tuples
Sqabkcdaed q0 (q0, ε, 1) (q0, ε, 1)

AAqabkcdaed q0 (q0, ε, 1) (q1, ε, 1), (q1, ε, 2)
AdAaqabkcdaed q1 (q1, ε, 2) (q1, ε, 1), (q1, A, 2), (q1, A, 3),

(q1, A, 4)
AdAqbkcdaed Aq1 (q1, A, 4) (q1, ε, 1), (q1, A, 2), (q1, A, 3)

AdcBbqbkcdaed Aq1 (q1, A, 3) (q1, ε, 1), (q1, A, 2), (q1, AA, 3),
(q1, AA, 4), (q1, AA, 5)

AdcBqkcdaed AAq1 (q1, AA, 5) (q1, ε, 1), (q1, A, 2), (q1, AA, 3),
(q1, AA, 4)

Adckqkcdaed AAq1 (q1, AA, 4) (q1, ε, 1), (q1, A, 2), (q1, AA, 3),
(q1, A, 4)

Adcqcdaed Aq1 (q1, A, 4) (q1, ε, 1), (q1, A, 2), (q1, AA, 3),
(q1, A, 0)

Adqdaed AAq1 (q1, AA, 3) (q1, ε, 1), (q1, A, 2), (q1, A, 0)
Aqaed Aq1 (q1, A, 2) (q1, ε, 1), (q1, A, 0)

dAaqaed q1 (q1, ε, 1) (q1, A, 0), (q1, A, 1), (q1, A, 2),
(q1, A, 3)

dAqed Aq1 (q1, A, 3) (q1, A, 0), (q1, A, 1), (q1, A, 2)
deqed Aq1 (q1, A, 2) (q1, A, 0), (q1, A, 1), (q1, AA, 2)
dqd AAq1 (q1, AA, 2) (q1, A, 0), (q1, A, 1)
q Aq1 (q1, A, 1) (q1, A, 0)

Table 2. Parsing of abkcdaed corresponding to TC grammar (G, R) from Example 5.

G = (V, T, P, S) is a context-free grammar with r : A → A ∈ P , for some A ∈ V −T ,
then G is ambiguous since r can be used during the derivation of x ∈ L(G) arbitrarily
many times and thus generate arbitrarily many different derivation trees for x in G.

Obviously, since the chain rules generate nothing, they can be removed from a
context-free grammar G without affecting L(G). However, removing the chain rules
from G in a TC grammar (G,R) affects the paths in the derivation trees of x ∈ L(G).
Thus the identity n−pathL(G,R) =n−pathL(G′, R), where G′ is obtained by removing
the chain rules from G, does not hold; however, the equivalence L(G) = L(G′) holds.

Theorem 2 For a TC grammar (G,R), where G is a context-free grammar and R ∈
LIN, there is TC grammar (G′, R′) such that G′ does not contain chain rules and
n−pathL(G, R) =n−pathL(G′, R′), n ≥ 1.

Proof. For some n ≥ 1, let n−pathL(G,R) be the language of a TC grammar (G,R)
where G = (V, T, P, S). Let G′ be a context-free grammar obtained from G by re-
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moving the chain rules. Therefore, G′ can be constructed by well-known algorithm
in polynomial time (see 5.1.3.3 in [14]). We get G′ = (V, T, P ′, S) such that for all
x ∈ L(G′), there is no derivation in G′ of the form B ⇒∗ A, for some A,B ∈ V − T .

The paths in the derivation trees of G′ are described by the strings of the form (V −
T )∗T . Basically, we need to read such a strings and remove such symbols A ∈ (V −T )
which corresponds to the application of B → A ∈ P in G. This is done by gsm mapping
M (see [5] for the definition) such that M reads the strings s of the form (V − T )∗T
and nondeterministically removes or lets unchanged each symbol A ∈ (V − T ) with
B → A ∈ P and BA is substring of s. Since LIN is closed under gsm mappings (see
[4]), also M(R) ∈ LIN. This way, we get M(R) such that M(R) 6= R. However,
n−pathL(G,R) =n−pathL(G′,M(R)).

Consider TC grammar (G,R) and let (G′, R′) be constructed as described above.
Clearly, G′ does not need to be unambiguous since the chain rules are not the only cause
of the ambiguity. Consider, however, any x ∈n−pathL(G′, R′). Obviously, there is a
derivation tree t of x in G′. Since there are no chain rules in G′ and for each x ∈ L(G′),
|x| is finite, the height of t with respect to |x| is bounded by log |x|/log 2. Thus there is
at most m, for some m ≥ 1, derivation trees of x in G′ and G is m-ambiguous.

Theorem 3 For TC grammar (G, R) where G is m-ambiguous LR grammar, m ≥ 1,
and an unambiguous language R ∈ LIN, the membership x ∈n−pathL(G,R), n ≥ 1,
is decidable in O(|x|k), for some k ≥ 0.

Proof. For some n ≥ 1, let n−pathL(G,R) be the language of a TC grammar (G, R)
in which G is m-ambiguous, for some m ≥ 1. Thus, if x ∈ L(G), then we can construct
at most m derivation trees of x ∈ L(G) in O(m.|x|2) by LR parser. Then, if for at least j
paths, p1, p2, . . . , pj , of at least one derivation tree of x in G it holds that word(pi) ∈ R
for i ∈ 1, 2, . . . , j, then x ∈n−pathL(G,R).

Hence, the syntax analysis of n−pathTC with LR grammar G and unambiguous
linear control language can be done in polynomial time also in the case of LR parsing.

6. Conclusion

In this concluding section, we summarize the achieved results and point out some
important open questions.

As a generalization of TC grammars that generate the language under path-based
control introduced in [12], we have considered TC grammars that generate their lan-
guages under n-path control by linear language which were introduced in [10].

We have demonstrated that for L ∈ n-path-TC under assumption that L is gener-
ated by TC grammar (G,R) in which G and R are unambiguous and, furthermore, G
is restricted to be LL grammar, there is parsing method working in polynomial time.
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This method can check whether or not the paths of the derivation tree t of x ∈ L(G)
belongs to control language R in the time of building of t. Moreover, when we consider
LR parser for L ∈ n-path-TC under assumption that L is generated by TC grammar
(G,R) in which G has bounded ambiguity (i.e. G is unambiguous or m-ambiguous) and
unambiguous language R ∈ LIN, there is also a parsing method working in polynomial
time.

However, the open question is whether there is polynomial time parsing method

• if G is not LL,

• if G is ambiguous.

It is also of interest to quantify the worst case of the parsing complexity more precisely.
The open investigation area is represented by the transformation of n-path TC gram-

mars into some normal forms based on Chomsky normal form of underlying context-free
grammar which would lead to possibility to use parsing methods based on transforma-
tion to Chomsky normal form.

Concerning the parsing methods for TC grammars (and also similar rewriting sys-
tem), there is great possibility use n-Accepting Restricted Pushdown Automata Systems,
which deals with n-tuples of strings. These systems are introduced in [2].
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